
Workshop on high-precision αs measurements: from LHC to FCC-ee 
CERN, 13 October 2015

αs from σ(ttbar): 
preliminary new results
Gavin Salam (CERN),  work in progress 

with Siggi Bethke, Günther Dissertori and Thomas Klijnsma

1



state of art: CMS extraction
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sigma(ttbar) = 161.9pb ± 6.7 (stat+syst+lumi) ± 2.9 (Ebeam) pb
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Figure 5: Results obtained for aS(mZ) from the measured tt cross section together with the
prediction at NNLO+NNLL using different NNLO PDF sets. The inner error bars include
the uncertainties on the measured cross section and on the LHC beam energy as well as the
PDF and scale uncertainties on the predicted cross section. The outer error bars additionally
account for the uncertainty on mpole

t . For comparison, the latest aS(mZ) world average with its
uncertainty is shown as a hatched band. For each PDF set, the default aS(mZ) value and its
uncertainty are indicated using a dotted line and a shaded band.
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8 5 Results and Conclusions

Table 3: Results obtained for aS(mZ) by comparing the measured tt cross section to the
NNLO+NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (smeas

tt ), the PDF and scale (µR,F) uncertain-
ties on the predicted cross section, the uncertainty assigned to the knowledge of mpole

t , and the
uncertainty of the LHC beam energy (ELHC).

aS(mZ)
Uncertainty on aS(mZ)

Total smeas
tt PDF µR,F mpole

t ELHC

ABM11 0.1187 +0.0024
�0.0024

+0.0013
�0.0015

+0.0015
�0.0014

+0.0006
�0.0005

+0.0010
�0.0010

+0.0006
�0.0006

CT10 0.1151 +0.0030
�0.0029

+0.0018
�0.0018

+0.0018
�0.0016

+0.0008
�0.0007

+0.0012
�0.0013

+0.0007
�0.0007

HERAPDF1.5 0.1143 +0.0020
�0.0020

+0.0012
�0.0013

+0.0010
�0.0009

+0.0005
�0.0004

+0.0010
�0.0010

+0.0006
�0.0006

MSTW2008 0.1144 +0.0026
�0.0027

+0.0017
�0.0018

+0.0012
�0.0011

+0.0008
�0.0007

+0.0012
�0.0013

+0.0007
�0.0008

NNPDF2.3 0.1151 +0.0028
�0.0027

+0.0017
�0.0018

+0.0013
�0.0011

+0.0009
�0.0008

+0.0013
�0.0013

+0.0008
�0.0008

ization scales with a Gaussian instead of the flat prior results in only minor changes of the mpole
t

and aS(mZ) values and uncertainties. With the precise NNLO+NNLL calculation, these scale
uncertainties are found to be of the size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on aS(mZ),
i.e., of the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of 0.65% [59] and thus the center-of-
mass energy of 7 TeV with an uncertainty of ±46 GeV. Based on the expected dependence of
stt on

p
s, this can be translated into an additional uncertainty of ±1.8% on the comparison

of the measured to the predicted tt cross section, which yields an additional uncertainty of
±(0.5–0.7)% on the obtained mpole

t and aS(mZ) values.

For the main results of this Letter, the mpole
t and aS(mZ) values determined with the parton

densities of NNPDF2.3 are used. The primary motivation is that parton distributions derived
using the NNPDF methodology can be explicitly shown to be parametrization independent, in
the sense that results are unchanged even when the number of input parameters is substantially
increased [60].

In summary, a top-quark pole mass of 176.7+3.0
�2.8 GeV is obtained by comparing the measured

cross section for inclusive tt production in proton-proton collisions at
p

s = 7 TeV to QCD calcu-
lations at NNLO+NNLL. Due to the small uncertainty on the measured cross section and the
state-of-the-art NNLO calculations, the precision of this result is higher compared to earlier de-
terminations of mpole

t following the same approach. This extraction provides an important test of
the mass scheme applied in Monte Carlo simulations and gives complementary information,
with different sensitivity to theoretical and experimental uncertainties, than direct measure-
ments of mt. Alternatively, aS(mZ) = 0.1151+0.0028

�0.0027 is obtained from the tt cross section when
constraining mpole

t to 173.2 ±1.4 GeV. This is the first determination of the strong coupling con-
stant from top-quark production and the first aS(mZ) result at full NNLO QCD obtained at a
hadron collider.
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Why update? New data
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Experiment ECM σ [pb] Exp err. [pb] Ebeam [pb]

ATLAS 7000 GeV 182.9 ± 6.3 ± 3.3 Eur.Phys.J. C74 
(2014) 3109

CMS 7000 GeV 174.5 ± 6.1 ± 2.9 CMS-PAS-
TOP-13-004

ATLAS 8000 GeV 242.4 ± 9.5 ± 4.2 Eur.Phys.J. C74 
(2014) 3109

CMS 8000 GeV 245.6 ± 9.0 ± 4.1 CMS-PAS-
TOP-13-004

CDF&D0 1960 GeV 7.6 ± 0.41   Phys.Rev. D89 
(2014)  072001

sigma(ttbar) = 161.9pb ± 6.7 (stat+syst+lumi) ± 2.9 (Ebeam) pb

Original cross section measurement used by CMS (7TeV)

More recent determinations at LHC (dilepton) and Tevatron 
(NB: 7 TeV results 8-13% higher than in original CMS extraction) 

J. High Energy Phys. 11 (2012) 067



Theory uncertainty
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Finally, this posterior is marginalized by integration over stt and a Bayesian confidence interval
for mpole

t or aS(mZ) is computed based on the external constraint for aS(mZ) or mpole
t , respectively.

The probability function for the predicted cross section, fth(stt), is obtained through an analytic
convolution of two probability distributions, one accounting for the PDF uncertainty and the
other for scale uncertainties. A Gaussian distribution of width dPDF is used to describe the PDF
uncertainty. Given that no particular probability distribution is known that should be adequate
for the confidence interval obtained from the variation of µR and µF [42], the corresponding un-
certainty on the stt prediction is approximated using a flat prior, i.e., a rectangular function that
provides equal probability over the whole range covered by the scale variation and vanishes
elsewhere. The resulting probability function is given by:

fth(stt) =
1
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Here, s(l)
tt and s(h)

tt denote the lowest and the highest cross section values, respectively, that
are obtained when varying µR and µF as described in Section 2. An example for the resulting
probability distributions is shown in Fig. 2.
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Figure 2: Probability distributions for the predicted tt cross section at NNLO+NNLL with
mpole

t = 173.2 GeV, aS(mZ) = 0.1184 and the NNLO parton distributions from NNPDF2.3. The
resulting probability, fth(stt), represented by a solid line, is obtained by convolving a Gaus-
sian distribution (filled area) that accounts for the PDF uncertainty with a rectangular function
(dashed line) that covers the scale variation uncertainty.

The probability distribution fth(stt) is multiplied by another Gaussian probability, fexp(stt),
which represents the measured cross section and its uncertainty, to obtain the most proba-
ble mpole

t or aS(mZ) value for a given aS(mZ) or mpole
t , respectively, from the maximum of the

marginalized posterior:

P(x) =
Z

fexp(stt|x) fth(stt|x)dstt, x = mpole
t , aS(mZ).

Examples of P(mpole
t ) and P(aS) are shown in Fig. 3. Confidence intervals are determined from

the 68% area around the maximum of the posterior and requiring equal function values at the
left and right edges.

The approximate contributions of the uncertainties on the measured and the predicted cross
sections to the width of this Bayesian confidence interval can be estimated by repeatedly rescal-
ing the size of the corresponding uncertainty component. The widths of the obtained confi-
dence intervals are then used to extrapolate to the case in which a given component vanishes.

CMS procedure 
Take theory uncertainty as 
top-hat within scale 
variation range (100%cl) 

Widespread alternative  
Treat scale uncertainty as 
if it were ±1σ (i.e. 68%cl)

[After convolution with other uncertainties] 
top-hat ⇒ theory uncert. that’s √3 (1.73) times smaller

We will treat scale uncertainty as ±1σ 



NNLO v. NNLL+NNLO?
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APPROXIMATE N3LO
• DFMMV: N-SPACE APPROXIMATE NS; NOW NS KNOWN EXACTLY: SMALL EXPECTED CHANGE

• BBFMR: ALL KNOWN SINGULARITIES (SOFT & HIGH ENERGY):
NS AND BEYOND APPROXIMATELY DETERMINED

→ IMPROVED WITH EXACT NS → IMPROVED WITH EXACT ln4 N , ln3 N (SMALL CHANGES)

• ADDFGHLM: ALL KNOWN z SPACE TERMS (FULL) → PURE z SPACE NS ALSO SHOWN

N3LO/NNLO k-FACTOR

note k factor computed wr to NNLO at respective scale

UNCERTAINTIES (ARROWS)

• DFMMV: S-NS BAND

• BBFMR: ESTIMATE OF SUBLEADING SINGULARITIES VALIDATED BY KNOWN ORDERS

• ADDFGHLM: ENVELOPE OF SCALE VAR. OF NS-FULL DIFFERENCE AT mH , × 1.5 OR 1

SIZE OF UNCERTAINTY HOTLY DEBATED!!

HXSWG Jan ’15, talk by Forte 
N3LO from threshold resummation

in gluon fusion → Higgs

exact 
N3LO 
result

Anastasiou  
et al ‘15

In case of Higgs production (only process known at N3LO),  
threshold approx.for N3LO was off by 2–10%.

We will consider results with and without NNLL



Preliminary results
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Exp. ECM [GeV] αs(MZ) Exp. scale PDF mtop Ebeam total

ATLAS 7000 0.1207 ±0.0017 ±0.0014 ±0.0014 ±0.0018 ±0.0009 ±0.0033

ATLAS 8000 0.1168 ±0.0018 ±0.0015 ±0.0013 ±0.0018 ±0.0008 ±0.0033

CMS 7000 0.1184 ±0.0016 ±0.0014 ±0.0014 ±0.0018 ±0.0008 ±0.0032

CMS 8000 0.1174 ±0.0017 ±0.0015 ±0.0013 ±0.0018 ±0.0008 ±0.0033

CDF&D0 1960 0.1201 ±0.0032 ±0.0013 ±0.0010 ±0.0013 ±0.0000 ±0.0038

unweigted average 0.1187

NNLL + NNLO with NNPDF23

Errors symmetrised 
mtop = 173.2 ± 1.4 GeV 



Preliminary results
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Exp. ECM [GeV] αs(MZ) Exp. scale PDF mtop Ebeam total

ATLAS 7000 0.1223 ±0.0018 ±0.0025 ±0.0014 ±0.0018 ±0.0009 ±0.0040

ATLAS 8000 0.1182 ±0.0019 ±0.0026 ±0.0013 ±0.0019 ±0.0009 ±0.0041

CMS 7000 0.1199 ±0.0017 ±0.0025 ±0.0014 ±0.0018 ±0.0008 ±0.0039

CMS 8000 0.1189 ±0.0018 ±0.0026 ±0.0013 ±0.0018 ±0.0008 ±0.0040

TEV 1960 0.1215 ±0.0034 ±0.0027 ±0.0010 ±0.0014 ±0.0000 ±0.0047

unweigted average 0.1201

   plain NNLO with NNPDF23

Errors symmetrised 
mtop = 173.2 ± 1.4 GeV 



Conclusions
❖ Newer results point to somewhat larger αs(MZ) than earlier CMS 

extraction (prelim: 0.1187–0.1201 v. 0.1151) 
[NNPDF23 → CT14 reduces αs by 0.0013]  

❖ Scale uncertainties affected by choice of top-hat v. 1-σ 

❖ Open question of choice of theory: NNLL+NNLO v. NNLO. 
Latter increases result and uncertainty. 

❖ Ongoing studies: 
❖ Combination of results 
❖ PDF choice (get nonsense if PDFs include ttbar data)  
❖ More sophisticated statistical procedure 
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