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what precision should we 
have as a target?
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NAIVELY EXTRAPOLATE 7+8 TEV RESULTS (based on lumi and σ)
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AT
LA

S

today’s  
TH syst

CM
S

no TH syst.
50% TH syst.

Extrapolation suggests that 
we get value from full lumi 
only if we aim for O(1%) 

or better precision



NAIVELY EXTRAPOLATE 7+8 TEV RESULTS (based on lumi and σ)
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today’s  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CM
S

no TH syst.
50% TH syst.

Extrapolation suggests that 
we get value from full lumi 
only if we achieve O(1%) 

or better precision



is 1% possible  
at a hadron collider?
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Z pT: run 1 measurement has already reached 0.5-1% ! 
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6 7 Results
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Figure 1: Relative uncertainties in percent of the normalised fiducial cross section measure-
ment. Each plot shows the qT dependence in the indicated ranges of |y|.
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Figure 2: Relative uncertainties in percent of the absolute fiducial cross section measurement.
The 2.6% uncertainty in the luminosity is not included. Each plot shows the qT dependence in
the indicated ranges of |y|.

five bins in |y| and the last plot shows the qT dependence integrated over |y|. In the bottom
panels the ratio of the FEWZ prediction to data is shown. The vertical error bars represent the
statistical uncertainties of data and simulation. The red-hatched bands drawn at the points
represent the systematic uncertainties of the measurement only. The scale uncertainties are
indicated by the grey-shaded areas and the PDF uncertainties by the light-hatched bands. The
scale uncertainties are estimated from the envelope of the following combinations of variations
of the factorisation µF and the renormalisation µR scales: (2µF,2µR), (0.5µF,0.5µR), (2µF,µR),
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Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.

matrix, which connects the p``T distribution at reconstruction and particle levels is estimated using the
Powheg+Pythia signal MC sample.

3.6 Systematic uncertainties

The principal sources of uncertainty on the measurements are discussed, as well as the degree to which
these uncertainties are taken as correlated (between bins in �⇤⌘ or p``T , or between the electron-pair and
muon-pair channels) when combining the electron-pair and muon-pair results and in quoting the final
results. Figure 4 provides a summary of the uncertainties arising from data statistics, mis-modelling of
the detector, background processes, and of the MC signal samples used to correct the data. These are
given for both the electron (dressed level) and muon (bare level) channels as a function of �⇤⌘ and p``T for
events with 66 GeV < m`` < 116 GeV and |y``| < 2.4.
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Z pT: Data v. two theory calculations

NLO NNLO Boughezal, Liu & Petriello  
’16 preliminary 

(including EW corr.)

Figure 5. The inclusive dilepton cross section for the same m`` bins as in Figure 4 and with
a rapidity cut on the Z boson of |yZ | < 2.4. The experimental data is taken from the ATLAS
analysis in Ref. [15]. The ticks on the vertical error bands denote the systematic uncertainty from
the measurement, the vertical bars without the ticks are the luminosity uncertainty only. The blue
bands show the NNLO prediction with scale uncertainty.
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Figure 6. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The green bands denote the NLO prediction with scale
uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
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Double-differential: d�/dpZT binned in m`` — ATLAS
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I reduction of scale uncertainties

12/13

Double-differential: d�/dpZT binned in m`` — ATLAS

����� ��� � � ���
� � ���� � ���

����� ��� � � ���
� � ���� � ���

����� ��� � � ���
� � ���� � ���

����� ��� � � ���
� � ���� � ���

����� ��� � � ���
� � ���� � ���

����� ��� � � ���
� � ���� � ���

I significant improvement in theory vs. data comparison
I reduction of scale uncertainties

12/13

Double-differential: d�/dpZT binned in m`` — ATLAS
� �� � � � � ��� ���� � �� ����

��� ���� ����

I significant improvement in theory vs. data comparison
I reduction of scale uncertainties

12/13

NLO NNLO

50

NNLO ~ ±1.5 %
7

Gehrmann-de Ridder, Gehrmann  
Glover, Huss & Morgan 

arXiv:1605.04295 



Non-perturbative effects in Z (& H?) pT
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impact of 0.5 GeV shift of Z pT

0.5 GeV is perhaps conservative(?) 
Suggests up to 2% effects could be 

present.

➤ Inclusive Z & H cross sections should 
have ~Λ2/M2 corrections (~10-4 ?) 

➤ Z (&H) pT not inclusive so corrections 
can be ~Λ/M. 

➤ Size of effect can’t be probed by turning 
MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen
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recent higgs theory progress
take gluon fusion as main example
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GLUON-FUSION (13 TEV)

10

LHC HXSWG Yellow Report 3 (2013, NNLO)
8. Recommendation for the LHC

In previous sections we have considered various e↵ects that contribute to the gluon-fusion

Higgs production cross-section at higher orders. In this section we combine all these e↵ects,

and as a result we are able to present the most precise prediction for the gluon-fusion cross-

section available to date. In particular (for the Setup 1 of Tab. 1) for a Higgs boson with

a mass mH = 125 GeV, the cross-section at the LHC with a center-of-mass energy of 13

TeV is

� = 48.58 pb+2.22 pb (+4.56%)
�3.27 pb (�6.72%) (theory)± 1.56 pb (3.20%) (PDF+↵s) . (8.1)

Equation (8.1) is one of the main results of our work. In the following, we will analyze it

in some detail.

Let us start by commenting on the central value of the prediction (8.1). Since eq. (8.1)

is the combination of all the e↵ects considered in previous sections, it is interesting to see

how the final prediction is built up from the di↵erent contributions. The breakdown of the

di↵erent e↵ects is:

48.58 pb = 16.00 pb (+32.9%) (LO, rEFT)

+20.84 pb (+42.9%) (NLO, rEFT)

� 2.05 pb (�4.2%) ((t, b, c), exact NLO)

+ 9.56 pb (+19.7%) (NNLO, rEFT)

+ 0.34 pb (+0.2%) (NNLO, 1/mt)

+ 2.40 pb (+4.9%) (EW, QCD-EW)

+ 1.49 pb (+3.1%) (N3LO, rEFT)

(8.2)

where we denote by rEFT the contributions in the large-mt limit, rescaled by the ratio

RLO of the exact LO cross-section by the cross-section in the EFT (see Section 5). All the

numbers in eq. (8.2) have been obtained by setting the renormalization and factorization

scales equal to mH/2 and using the same set of parton densities at all perturbative orders.

Specifically, the first line, (LO, rEFT), is the cross-section at LO taking into account only

the top quark. The second line, (NLO, rEFT) are the NLO corrections to the LO cross-

section in the rescaled EFT, and the third line, ((t, b, c), exact NLO), is the correction

that needs to be added to the first two lines in order to obtain the exact QCD cross-section

through NLO, including the full dependence on top, bottom and charm quark masses.

The fourth and fifth lines contain the NNLO QCD corrections to the NLO cross-section

in the rescaled EFT: (NNLO, rEFT) denotes the NNLO corrections in the EFT rescaled

by RLO, and (NNLO, 1/mt) contains subleading corrections in the top mass at NNLO

computed as an expansion in 1/mt. The sixth line, (EW, QCD-EW), contains the two-

loop electroweak corrections, computed exactly, and three-loop mixed QCD-electroweak

corrections, computed in an e↵ective theory approach. The last line, (N3LO, rEFT), is

the main addition of our work and contains the N3LO corrections to the NNLO rEFT

cross-section, rescaled by RLO. Resummation e↵ects, within the resummation frameworks

studied in Section 4, contribute at the per mille level for our choice of the central scale,

µ = mH/2, and are therefore neglected.

– 38 –

Anastasiou et al., (1602.00695, N3LO)



GLUON-FUSION (13 TEV)

10

LHC HXSWG Yellow Report 3 (2013, NNLO)
8. Recommendation for the LHC

In previous sections we have considered various e↵ects that contribute to the gluon-fusion

Higgs production cross-section at higher orders. In this section we combine all these e↵ects,

and as a result we are able to present the most precise prediction for the gluon-fusion cross-

section available to date. In particular (for the Setup 1 of Tab. 1) for a Higgs boson with

a mass mH = 125 GeV, the cross-section at the LHC with a center-of-mass energy of 13

TeV is

� = 48.58 pb+2.22 pb (+4.56%)
�3.27 pb (�6.72%) (theory)± 1.56 pb (3.20%) (PDF+↵s) . (8.1)

Equation (8.1) is one of the main results of our work. In the following, we will analyze it

in some detail.

Let us start by commenting on the central value of the prediction (8.1). Since eq. (8.1)

is the combination of all the e↵ects considered in previous sections, it is interesting to see

how the final prediction is built up from the di↵erent contributions. The breakdown of the

di↵erent e↵ects is:

48.58 pb = 16.00 pb (+32.9%) (LO, rEFT)

+20.84 pb (+42.9%) (NLO, rEFT)

� 2.05 pb (�4.2%) ((t, b, c), exact NLO)

+ 9.56 pb (+19.7%) (NNLO, rEFT)

+ 0.34 pb (+0.2%) (NNLO, 1/mt)

+ 2.40 pb (+4.9%) (EW, QCD-EW)

+ 1.49 pb (+3.1%) (N3LO, rEFT)

(8.2)

where we denote by rEFT the contributions in the large-mt limit, rescaled by the ratio

RLO of the exact LO cross-section by the cross-section in the EFT (see Section 5). All the

numbers in eq. (8.2) have been obtained by setting the renormalization and factorization

scales equal to mH/2 and using the same set of parton densities at all perturbative orders.

Specifically, the first line, (LO, rEFT), is the cross-section at LO taking into account only

the top quark. The second line, (NLO, rEFT) are the NLO corrections to the LO cross-

section in the rescaled EFT, and the third line, ((t, b, c), exact NLO), is the correction

that needs to be added to the first two lines in order to obtain the exact QCD cross-section

through NLO, including the full dependence on top, bottom and charm quark masses.

The fourth and fifth lines contain the NNLO QCD corrections to the NLO cross-section

in the rescaled EFT: (NNLO, rEFT) denotes the NNLO corrections in the EFT rescaled

by RLO, and (NNLO, 1/mt) contains subleading corrections in the top mass at NNLO

computed as an expansion in 1/mt. The sixth line, (EW, QCD-EW), contains the two-

loop electroweak corrections, computed exactly, and three-loop mixed QCD-electroweak

corrections, computed in an e↵ective theory approach. The last line, (N3LO, rEFT), is

the main addition of our work and contains the N3LO corrections to the NNLO rEFT

cross-section, rescaled by RLO. Resummation e↵ects, within the resummation frameworks

studied in Section 4, contribute at the per mille level for our choice of the central scale,

µ = mH/2, and are therefore neglected.

– 38 –

Anastasiou et al., (1602.00695, N3LO)

    CMS scenario 2  
  (reduction by 50%) 
already achieved!
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RLO of the exact LO cross-section by the cross-section in the EFT (see Section 5). All the

numbers in eq. (8.2) have been obtained by setting the renormalization and factorization

scales equal to mH/2 and using the same set of parton densities at all perturbative orders.

Specifically, the first line, (LO, rEFT), is the cross-section at LO taking into account only

the top quark. The second line, (NLO, rEFT) are the NLO corrections to the LO cross-

section in the rescaled EFT, and the third line, ((t, b, c), exact NLO), is the correction

that needs to be added to the first two lines in order to obtain the exact QCD cross-section

through NLO, including the full dependence on top, bottom and charm quark masses.

The fourth and fifth lines contain the NNLO QCD corrections to the NLO cross-section

in the rescaled EFT: (NNLO, rEFT) denotes the NNLO corrections in the EFT rescaled

by RLO, and (NNLO, 1/mt) contains subleading corrections in the top mass at NNLO

computed as an expansion in 1/mt. The sixth line, (EW, QCD-EW), contains the two-

loop electroweak corrections, computed exactly, and three-loop mixed QCD-electroweak

corrections, computed in an e↵ective theory approach. The last line, (N3LO, rEFT), is

the main addition of our work and contains the N3LO corrections to the NNLO rEFT

cross-section, rescaled by RLO. Resummation e↵ects, within the resummation frameworks

studied in Section 4, contribute at the per mille level for our choice of the central scale,

µ = mH/2, and are therefore neglected.

– 38 –

Anastasiou et al., (1602.00695, N3LO)

   +11% from  
  scale choice, 
PDFs, N3LO, …
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+ 1.49 pb (+3.1%) (N3LO, rEFT)

(8.2)

where we denote by rEFT the contributions in the large-mt limit, rescaled by the ratio

RLO of the exact LO cross-section by the cross-section in the EFT (see Section 5). All the

numbers in eq. (8.2) have been obtained by setting the renormalization and factorization

scales equal to mH/2 and using the same set of parton densities at all perturbative orders.

Specifically, the first line, (LO, rEFT), is the cross-section at LO taking into account only

the top quark. The second line, (NLO, rEFT) are the NLO corrections to the LO cross-

section in the rescaled EFT, and the third line, ((t, b, c), exact NLO), is the correction

that needs to be added to the first two lines in order to obtain the exact QCD cross-section

through NLO, including the full dependence on top, bottom and charm quark masses.

The fourth and fifth lines contain the NNLO QCD corrections to the NLO cross-section

in the rescaled EFT: (NNLO, rEFT) denotes the NNLO corrections in the EFT rescaled

by RLO, and (NNLO, 1/mt) contains subleading corrections in the top mass at NNLO

computed as an expansion in 1/mt. The sixth line, (EW, QCD-EW), contains the two-

loop electroweak corrections, computed exactly, and three-loop mixed QCD-electroweak

corrections, computed in an e↵ective theory approach. The last line, (N3LO, rEFT), is

the main addition of our work and contains the N3LO corrections to the NNLO rEFT

cross-section, rescaled by RLO. Resummation e↵ects, within the resummation frameworks

studied in Section 4, contribute at the per mille level for our choice of the central scale,

µ = mH/2, and are therefore neglected.
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GLUON-FUSION (13 TEV)
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Anastasiou et al., (1602.00695, N3LO)

Next, let us analyze the uncertainties quoted in our cross-section prediction. We

present our result in eq. (8.1) with two uncertainties which we describe in the following. The

first uncertainty in eq. (8.1) is the theory uncertainty related to missing corrections in the

perturbative description of the cross-section. Just like for the central value, it is interesting

to look at the breakdown of how the di↵erent e↵ects build up the final number. Collecting

all the uncertainties described in previous sections, we find the following components:

�(scale) �(trunc) �(PDF-TH) �(EW) �(t, b, c) �(1/mt)

+0.10 pb
�1.15 pb ±0.18 pb ±0.56 pb ±0.49 pb ±0.40 pb ±0.49 pb

+0.21%
�2.37% ±0.37% ±1.16% ±1% ±0.83% ±1%

In the previous table, �(scale) and �(trunc) denote the scale and truncation uncertainties

on the rEFT cross-section, and �(PDF-TH) denotes the uncertainty on the cross-section

prediction due to our ignorance of N3LO parton densities, cf. Section 3. �(EW), �(t, b, c)

and �(1/mt) denote the uncertainties on the cross-section due to missing quark-mass e↵ects

at NNLO and mixed QCD-EW corrections. The first uncertainty in eq. (8.1) is then

obtained by adding linearly all these e↵ects. The parametric uncertainty due to the mass

values of the top, bottom and charm quarks is at the per mille level, and hence completely

negligible. We note that including into our prediction resummation e↵ects in the schemes

that we have studied in Section 4 would lead to a very small scale variation, which we

believe unrealistic and which we do not expect to capture the uncertainty due to missing

higher-order corrections at N4LO and beyond. Based on this observation, as well as on the

fact that the definition of the resummation scheme may su↵er from large ambiguities, we

prefer a prudent approach and we adopt to adhere to fixed-order perturbation theory as

an estimator of remaining theoretical uncertainty from QCD.

The second uncertainty in eq. (8.1) is the PDF+↵s uncertainty due to the determina-

tion of the parton distribution functions and the strong coupling constant, following the

PDF4LHC recommendation. When studying the correlations with other uncertainties in

Monte-Carlo simulations, it is often necessary to separate the PDF and ↵s uncertainties:

�(PDF) �(↵s)

±0.90 pb +1.27pb
�1.25pb

±1.86% +2.61%
�2.58%

Since the �(↵s) error is asymmetric, in the combination presented in eq. (8.1) we conser-

vatively add in quadrature the largest of the two errors to the PDF error.

As pointed out in Section 7, the PDF4LHC uncertainty estimate quoted above does

not cover the cross-section value as predicted by the ABM12 set of parton distribution func-

tions. For comparison we quote here the corresponding cross-section value and PDF+↵s
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 added  
 linearly

+4.6%
�6.7%

 added in  
 quadrature

+2.1%
�3.1%

likely to improve 
with new calculations 

in next years?

improvement  
needs N4LO 
(or new insight) 
i.e. unlikely to get 
better in next  
decade

progress requires 
N3LO PDF fits  
(may be possible  
in next years?)



the inputs
strong coupling (e.g. ±2.6% on ggF)  
PDFs                  (e.g. ±1.9% on ggF)
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PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%). WHAT WAY FORWARD?

➤ For gluon-fusion & ttH, this comes in squared. It also 
correlates with the PDFs and affects backgrounds.

➤ To go beyond 1%, best hope 
is probably lattice QCD — 
on a 10-year timescale, 
there will likely be enough 
progress that multiple 
groups will have high-
precision determinations 
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PDFS: WHAT ROUTE FOR PROGRESS?

➤ Current status is 2–3% for core 
“precision” region 

➤ Path to 1% is not clear — e.g. Z pT’s 
strongest constraint is on qg lumi, 
which is already best known (why?) 

➤ It’ll be interesting to revisit the 
question once ttbar, incl. jets, Z pT, 
etc. have all been incorporated at 
NNLO 

➤ Can expts. get better lumi 
determination? 0.5%?
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data-driven workarounds?
theory may have a hard limit  

e.g. non-perturbative effects for cuts on jets

15



E.g. jet veto efficiency for H → WW*

16

Figure 6. N3LO+NNLL+LLR best prediction for the jet-veto cross section (blue/hatched) com-
pared to NNLO+NNLL (left) and fixed-order at N3LO (right).

LHC 13 TeV ✏N
3LO+NNLL+LL

R

⌃

N3LO+NNLL+LL
R

0-jet [pb] ⌃

N3LO
0-jet ⌃

NNLO+NNLL
0-jet

pt,veto = 25GeV 0.539+0.017
�0.008 24.7+0.8

�1.0 24.3+0.5
�1.0 24.6+2.6

�3.8

pt,veto = 30GeV 0.608+0.016
�0.007 27.9+0.7

�1.1 27.5+0.5
�1.1 27.7+2.9

�4.0

Table 2. Predictions for the jet-veto efficiency and cross section at N3LO+NNLL+LLR, compared
to the N3LO and NNLO+NNLL cross sections. The uncertainty in the fixed-order prediction is
obtained using the JVE method. All numbers include the effect of top and bottom quark masses,
treated as described in the text, and are for a central scale µ

0

= mH/2.

The right-hand plot of Fig. 7 shows our best prediction with uncertainty obtained
with the JVE method, compared to the case of just scale (i.e. µR, µF , Q) variations. We
observe a comparable uncertainty both at small and at large transverse momentum, which
indicates that the JVE method is not overly conservative in the tail of the distribution. We
have observed that the same features persist for the corresponding differential distribution.
Table 3 contains the predictions for the inclusive one-jet cross section for two characteristic
pt,min choices.

4 Conclusions

In this article we have presented new state-of-the-art, N3LO+NNLL+LLR, predictions for
the jet-veto efficiency and the zero-jet cross section in gluon-fusion induced Higgs produc-
tion, as well as NNLO+NNLL+LLR results for the inclusive one-jet cross section. The
results, shown for 13 TeV LHC collisions, incorporate recent advances in the fixed-order
calculation of the total cross section [8], the fixed-order calculation of the one-jet cross sec-
tion [9–11] and the resummation of small-R effects [12]. They also include the earlier NNLL

– 15 –
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Boughezal, Caola, Melnikov, Petriello & Schulze 1504.07922 

Banfi, Caola, Dreyer, Monni, GPS, Zanderighi & Dulat  
1511.02886 

1 ‒ 3% non-
perturbative 

effects

Higgs production (MH = 125 GeV)

NNLO NLL+NNLO

pt,veto = 25 GeV 60+11
−9 % 57+8

−4%

pt,veto = 30 GeV 67+9
−8% 64+8

−4%

Z production

NNLO NLL+NNLO

pt,veto = 25 GeV 81+1
−2% 81+1

−2%

pt,veto = 30 GeV 85+1
−1% 85+1

−2%

Table 3. Jet veto efficiencies and their uncertainties at NNLO and NLL+NNLO, for the values
of pt,veto used by ATLAS and CMS, shown for the anti-kt algorithm with R = 0.5, and based on
MSTW2008 NNLO PDFs.
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Figure 5. Left: impact of a finite rapidity acceptance for jets on the jet-veto efficiency, as
calculated with pythia 6.425. Right: impact of hadronisation and underlying event on the jet-veto
efficiency. See text for further details.

on the case of Higgs production, using MH = 125 GeV throughout.

7.1 Effects beyond the scope of matched calculations

The matched calculation that we have performed applies to partons and assumes infinite

detector acceptance. Experiments, however, measure hadrons, including the underlying

event, and have limited acceptance, notably for the rapidity of the jets.

To investigate these two effects we have taken events generated by pythia 6.4 [62]

with the Perugia 2011 tune [63]. Jet clustering for the results in this section is performed

with FastJet [64]. Fig. 5 (left) shows the impact of considering jets only within some finite

rapidity acceptance. One sees that for the choices used by ATLAS and CMS, |y| < 4.5 and

y < |5.0| respectively, the veto efficiencies are almost identical to those with full acceptance

in the practically relevant range of pt,veto. We have confirmed that this pattern holds also

in fixed-order calculations. In contrast, if one applies a jet veto only in a more restricted
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Measurements of Η→ZZ* and γγ 
can constrain this directly. 

Today: ~ 40 evts. equiv. 
HL-LHC: ~ 15k events equiv. 

→ 1% uncertainties?

perturbative uncert: 1.5-3%

advocated notably by Michelangelo



VECTOR-BOSON FUSION

➤ NNLO (with cuts) is 8% 

➤ UE/MPI is up to 5% 

➤ all due to jets 

At high Higgs pT, impact of NNLO 
vanishes, because both jets always above pT 
cuts.  

Could this be exploited, e.g. with cuts just 
on jet rapidities? Where is tradeoff between 
data loss & improvement in systematics?
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other observables
high-pT Higgs production 
Higgs width constraints
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High-pt Higgs (e.g. to distinguish κg and κt) 

19
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Higgs pT and BSM 

A.Banfi, A.Martin, V.Sanz (2013)

Modifications of the Higgs couplings to gluons and the top quark can be 
parametrised as 

L = �c
t

m
top

v
 ̄ +

↵
S

12⇡
c
g

h

v
G

µ⌫

Gµ⌫ SM: ct = 1 cg = 0

�H ⇠ |ct + cg|2 �SM
H

not possible to disentangle ct 
and cg in the inclusive rate

neglecting CP violation

Direct access to top Yukawa coupling is 
offered by tth production but low sensitivity

Looking at high-pT events allows us to break 
this degeneracy

Relative effect of top partners on high-pT 
cross section can be very large

Higgs pT and BSM 

C.Grojean et al. (2013)

Effects in the MSSM talk by A.Vicini

see also Azatov, Paul (2013)%
S.Dawson,I.Lewis,M.Zeng (2014)

However one is forced to look at the tail of 
the distribution where few events are expected

Assume high luminosity LHC at 14 TeV with 
3 ab-1  and 10% systematics

Consider ratio σ(pT>650 GeV)/σ(pT>150 GeV) 
and include NLO K-factors in the EFT

Even if the inclusive rate shows no deviation a 20% 
deviation of the tth coupling can be resolved

Recent study by Grojean et al.  in H→ττ

Small rate: need to focus on high BR decays

t

T

Structure of loops  
is best probed  

by going to high pT

what are experimental prospects? 
are there any theory-issues to be solved?



Higgs width constraints from off-shell production
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Figure 1: Lowest order contributions to the main ZZ production processes: (left) quark-initiated
production, qq ! ZZ, (center) gg continuum background production, gg ! ZZ, and (right)
Higgs-mediated gg production, gg ! H ! ZZ, the signal.

In this Letter, we present constraints on the Higgs boson width using its off-shell production
and decay to Z-boson pairs, in the final states where one Z boson decays to an electron or a
muon pair and the other to either an electron or a muon pair, H ! ZZ ! 4` (4` channel), or a
pair of neutrinos, H ! ZZ ! 2`2n (2`2n channel). Relying on the observed Higgs boson signal
in the resonance peak region [7], the simultaneous measurement of the signal in the high-mass
region leads to constraints on the Higgs boson width GH in the 4` decay channel. The 2`2n de-
cay channel, which benefits from a higher branching fraction [16, 17], is used in the high-mass
region to further increase the sensitivity to the Higgs boson width. The analysis is performed
for the tree-level HVV coupling of a scalar Higgs boson, consistent with our observations [4, 7],
and implications for the anomalous HVV interactions are discussed. The Higgs boson mass is
set to the measured value in the 4` decay channel of mH = 125.6 GeV [7] and the Higgs boson
width is set to the corresponding expected value in the SM of GSM

H = 4.15 MeV [8, 9].

The measurement is based on pp collision data collected with the CMS detector at the LHC
in 2011, corresponding to an integrated luminosity of 5.1 fb�1 at the center-of-mass energy ofp

s = 7 TeV (4` channel), and in 2012, corresponding to an integrated luminosity of 19.7 fb�1

at
p

s = 8 TeV (4` and 2`2n channels). The CMS detector, described in detail elsewhere [18],
provides excellent resolution for the measurement of electron and muon transverse momenta
(pT) over a wide range. The signal candidates are selected using well-identified and isolated
prompt leptons. The online selection and event reconstruction are described elsewhere [2, 3, 7,
16]. The analysis presented here is based on the same event selection as used in Refs. [7, 16].

The analysis in the 4` channel uses the four-lepton invariant mass distribution as well as a
matrix element likelihood discriminant to separate the ZZ components originating from gluon-
and quark-initiated processes. We define the on-shell signal region as 105.6 < m4` < 140.6 GeV
and the off-shell signal region as m4` > 220 GeV. The analysis in the 2`2n channel relies on the
transverse mass distribution mT,

m2
T =

"q
pT,2`

2 + m2`
2 +

q
Emiss

T
2
+ m2`

2

#2

�
"
~pT,2` + ~Emiss

T

#2

, (3)

where pT,2` and m2` are the measured transverse momentum and invariant mass of the dilepton
system, respectively. The missing transverse energy, Emiss

T , is defined as the magnitude of the
transverse momentum imbalance evaluated as the negative of the vectorial sum of transverse
momenta of all the reconstructed particles in the event. In the 2`2n channel, the off-shell signal
region is defined as mT > 180 GeV. The choice of the off-shell regions in both channels is done
prior to looking at the data, based on the expected sensitivity.

Simulated Monte Carlo (MC) samples of gg ! 4` and gg ! 2`2n events are generated at lead-
ing order (LO) in perturbative quantum chromodynamics (QCD), including the Higgs boson

Imperfect modelling of detector non-uniformities and Emiss
T response could lead to an incorrect estimate

of the Z boson background in the signal region. The Z boson background is estimated with data using
the two-dimensional sideband regions constructed by reversing one or both of the ��(p``T ,Emiss

T ) and
��`` selections [20]. The main uncertainty on the mis-measured Z boson background arises from the
di↵erences in shape of the Emiss

T and mZZ
T distributions in the signal and sideband regions and the small

correlation between these two variables. Other systematic uncertainties originate from the subtraction of
the non-Z boson backgrounds in the sideband regions.

The W+jets and multi-jet backgrounds are estimated from data using the fake-factor method [20]. The
predicted background with a looser Emiss

T selection applied at 100 GeV, and without the mZZ
T selection,

is 0.04 ± 0.01 events. No event remains after applying the full event selection for both the data-driven
method and MC samples, and hence this background is estimated to be negligible.

The predicted signals and backgrounds with statistical and systematic uncertainties are summarised in
Table 1. The observed event yields agree with the total predicted ones from the SM within the uncertain-
ties. Figure 4 shows the distributions of mZZ

T for the ee and µµ channels in the signal region, compared to
the predicted contributions from the SM as well as to a Higgs boson with µo↵-shell = 10.
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Figure 4: Observed distribution of the ZZ transverse mass mZZ
T in the range 380 GeV < mZZ

T < 1000 GeV combining
the 2e2⌫ and 2µ2⌫ channels, compared to the expected contributions from the SM including the Higgs boson (stack).
The first bin only contains events in the range 380 GeV < mZZ

T < 400 GeV. The hatched area shows the combined
statistical and systematic uncertainties. The dashed line corresponds to the total expected event yield, including
all backgrounds and the Higgs boson with µo↵-shell = 10. A relative gg ! ZZ background K-factor of RB

H⇤=1 is
assumed.

5. Analysis of the WW ! e⌫ µ⌫ final state

The analysis of the WW ! e⌫ µ⌫ channel closely follows the Higgs boson measurements in the oppositely
charged electron–muon pair final state in Ref. [58]. This selection ensures orthogonality with the ZZ !

12

4

observe 223 events in the off-shell signal region, while we expect 217.6± 9.5 from SM processes,
including the SM Higgs boson signal.
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Figure 2: Distribution of the four-lepton invariant mass in the range 100 < m4` < 800 GeV.
Points represent the data, filled histograms the expected contributions from the reducible (Z+X)
and qq backgrounds, and from the sum of the gluon fusion (gg) and vector boson fusion (VV)
processes, including the Higgs boson mediated contributions. The inset shows the distribution
in the low mass region after a selection requirement on the MELA likelihood discriminant
Dkin

bkg > 0.5 [7]. In this region, the contribution of the ttH and VH production processes is
added to the dominant gluon fusion and VBF contributions.

In order to enhance the sensitivity to the gg production in the off-shell region, a likelihood
discriminant Dgg is used, which characterizes the event topology in the 4` centre-of-mass frame
using the observables (mZ1, mZ2, ~W) for a given value of m4`, where ~W denotes the five angles
defined in Ref. [28]. The discriminant is built from the probabilities Pgg

tot and Pqq
bkg for an event to

originate from either the gg ! 4` or the qq ! 4` process. We use the matrix element likelihood
approach (MELA) [2, 29] for the probability computation using the MCFM matrix elements for
both gg ! 4` and qq ! 4` processes. The probability Pgg

tot for the gg ! 4` process includes
the signal (Pgg

sig), the background (Pgg
bkg), and their interference (Pgg

int), as introduced for the
discriminant computation in Ref. [37]. The discriminant is defined as

Dgg =
Pgg

tot

Pgg
tot + Pqq

bkg

=

2

41 +
Pqq

bkg

a ⇥ Pgg
sig +

p
a ⇥ Pgg

int + Pgg
bkg

3

5
�1

, (4)

where the parameter a is the strength of the unknown anomalous gg contribution with respect
to the expected SM contribution (a = 1). We set a = 10 in the definition of Dgg according to the
expected sensitivity. Studies show that the expected sensitivity does not change substantially
when a is varied up or down by a factor of 2. It should be stressed that fixing the parameter a

What are HL-LHC prospects 
for this measurement? 

 
What will the limiting 
systematics be?



outlook

21



OUTLOOK

➤ What is real experimental reach on precision? I.e. can we get full advantage of 
3000fb-1? I.e. 1%. 

➤ Can we establish a comprehensive list of “theory roadblocks” along the way? 
E.g. a table, for each process, with an ordered list of limiting theory uncertainties. 

➤ From that, can we establish a theory roadmap (some things are obvious already now, 
but maybe not all) 

➤ I haven’t talked about MC generators? How do their characteristics fold into the 
issue of theory uncertainties?
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EXTRA SLIDES
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PDF THEORY UNCERTAINTIES
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REFS
➤ ATLAS projections ATL-PHYS-PUB-2014-016 
➤ CMS projections (snowmass): 1307.7135 

➤ Current status — ATLAS/CMS combination note 

➤ YR4 14 TeV numbers: https://twiki.cern.ch/twiki/bin/view/LHCPhysics/
CERNYellowReportPageAt14TeV 

➤ YR3 14 TeV numbers: https://twiki.cern.ch/twiki/bin/view/LHCPhysics/
CERNYellowReportPageAt1314TeV2014#s_14_0_TeV 

➤ new ggF https://arxiv.org/abs/1602.00695 

➤ ATLAS differential 1504.05833, CMS differential: ZZ 1512.08377  & gg 1508.07819 
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Progress on calculations has been stunning in the past years 

➤ N3LO Higgs 
➤ Many processes at NNLO 
➤ NLO + PS automation 
➤ First NNLO + PS 
➤ NNLL Resummations 
➤ EW + QCD, etc.

PRECISION LHC PHYSICS NEEDS PRECISION THEORY

This progress is essential for 
LHC precision physics, but 
also only part of the story.
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FEYNMAN DIAGRAMS

VVV RVV

RRR

RV^2 RRV

N3LO Higgs production  
Anastasiou, Duhr, Dulat, Herzog, Mistlberger ’15-16  

100,000 diagrams

from slides  
by Mistlberger



Progress on calculations has been stunning in the past years 

➤ N3LO Higgs 
➤ Many processes at NNLO 
➤ NLO + PS automation 
➤ First NNLO + PS 
➤ NNLL Resummations 
➤ EW + QCD, etc.

PRECISION LHC PHYSICS NEEDS PRECISION THEORY

The intention with this talk? 
Start asking questions about what precision goals we might set 
ourselves, what obstacles we will meet, what techniques and 

measurements might help us progress

This progress is essential for 
LHC precision physics, but 
also only part of the story.
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HIGGS TODAY & TOMORROW

Table 9: Measured (meas.) global signal strengths µ together with their total observed and expected (exp.) uncer-
tainties, and with the breakdown of these uncertainties into their four components as defined in Section 3.3. The
results are shown for the combination of ATLAS and CMS and separately for each experiment. These results are
derived assuming that the Higgs boson production cross sections and branching ratios are the same as in the SM.

Best-fit µ Uncertainty
Total Stat Expt Thbgd Thsig

ATLAS and CMS (meas.) 1.09 +0.11
�0.10

+0.07
�0.07

+0.04
�0.04

+0.03
�0.03

+0.07
�0.06

ATLAS and CMS (exp.) � +0.11
�0.10

+0.07
�0.07

+0.04
�0.04

+0.03
�0.03

+0.06
�0.06

ATLAS (meas.) 1.20 +0.15
�0.14

+0.10
�0.10

+0.06
�0.06

+0.04
�0.04

+0.08
�0.07

CMS (meas.) 0.98 +0.14
�0.13

+0.10
�0.09

+0.06
�0.05

+0.04
�0.04

+0.08
�0.07

Table 10: Measured signal strengths µ and their total uncertainties for di�erent Higgs boson production processes.
The results are shown for the combination of ATLAS and CMS and separately for each experiment, for the combinedp

s = 7 and 8 TeV data. These results are derived assuming that the Higgs boson branching ratios are the same as
in the SM.

Production process ATLAS+CMS ATLAS CMS
µggF 1.03+0.17

�0.15 1.25+0.24
�0.21 0.84+0.19

�0.16

µVBF 1.18+0.25
�0.23 1.21+0.33

�0.30 1.13+0.37
�0.34

µWH 0.88+0.40
�0.38 1.25+0.56

�0.52 0.46+0.57
�0.54

µZH 0.80+0.39
�0.36 0.30+0.51

�0.46 1.35+0.58
�0.54

µt tH 2.3+0.7
�0.6 1.9+0.8

�0.7 2.9+1.0
�0.9

the breakdown of the uncertainties into their four main components. Also shown for the combination of
ATLAS and CMS are the expected uncertainties and their breakdown.

5.2. Signal strengths of individual production processes and decay channels

The global signal strength is the most precisely measured Higgs boson coupling-related observable,
but this simple parameterisation is very model dependent, since all Higgs boson production and decay
measurements are combined with the assumption that all their ratios are the same as in the SM. The
compatibility of the measurements with the SM can be tested in a less model-dependent way, by relaxing
these assumptions separately for the production cross sections and the decay branching ratios.

27

ATLAS-CMS Run I combination 

In most cases, stat. errors  
are largest single source 

Best channels ~±20%

Table 11: Measured signal strengths µ and their total uncertainties for di�erent Higgs boson decay channels. The
results are shown for the combination of ATLAS and CMS and separately for each experiment, for the combinedp

s = 7 and 8 TeV data. These results are derived assuming that the Higgs boson production process cross sections
at
p

s = 7 and 8 TeV are the same as in the SM.

Decay channel ATLAS+CMS ATLAS CMS
µ�� 1.16+0.20

�0.18 1.15+0.27
�0.25 1.12+0.25

�0.23

µZZ 1.31+0.27
�0.24 1.51+0.39

�0.34 1.05+0.32
�0.27

µWW 1.11+0.18
�0.17 1.23+0.23

�0.21 0.91+0.24
�0.21

µ⌧⌧ 1.12+0.25
�0.23 1.41+0.40

�0.35 0.89+0.31
�0.28

µbb 0.69+0.29
�0.27 0.62+0.37

�0.36 0.81+0.45
�0.42

Table 12: Measured and expected significances for the observation of Higgs boson production processes and decay
channels for the combination of ATLAS and CMS. Not included here are the ggF production process and the
H ! Z Z , H ! WW , and H ! �� decay channels, which have been already clearly observed. All results are
obtained constraining the decays to their SM values when considering the production modes, and constraining the
production modes to their SM values when studying the decays.

Production process Measured significance (�) Expected significance (�)
VBF 5.4 4.7
W H 2.4 2.7
Z H 2.3 2.9
V H 3.5 4.2
ttH 4.4 2.0
Decay channel
H ! ⌧⌧ 5.5 5.0
H ! bb 2.6 3.7

Assuming the SM values for the Higgs boson branching ratios, namely µf = 1 in Eq. 7, the five main
Higgs boson production processes are explored with independent signal strengths: µggF, µVBF, µWH ,
µZH and µt tH . A combined analysis of the ATLAS and CMS data is performed with these five signal
strengths as the parameters of interest and the results are shown in Table 10 for the combined

p
s = 7 and

8 TeV datasets. The signal strengths at the two energies are assumed to be the same for each production
process. Figure 11 illustrates these results with their total uncertainties. The p-value of the compatibility
between the data and the SM predictions is 24%.

Similarly to the production case, Higgs boson decays can be studied with five independent signal strengths,
one for each decay channel included in the combination, assuming that the Higgs boson production
cross sections are the same as in the SM. Unlike the production, these decay-based signal strengths are
independent of the collision centre-of-mass energy and therefore the

p
s = 7 and 8 TeV datasets can

be combined without additional assumptions. Table 11 and Fig. 12 show the best-fit results for the
combination of ATLAS and CMS and separately for each experiment. The p-value of the compatibility
between the data and the SM predictions is 60%.
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HL-LHC prospects? 
x2.5 in cross section  

x150 in luminosity (→ 3000 fb-1) 
~ 400 times more events 

⇒ stat. errors in 1-2% range
27



WHAT’S POSSIBLE EXPERIMENTALLY?

Today’s most precise results are 
perhaps for the Z transverse 
momentum 
➤ normalised to Z fiducal σ 
➤ achieves <1%, from  

pT = 1 to 200 GeV 
 
 
 
 
Ratio to total cross section cancels 
lumi & some lepton-efficiency 
systematics.
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Figure 6: The Born-level distributions of (1/�) d�/dp``T for the combination of the electron-pair and muon-pair
channels, shown in six m`` regions for |y`` | < 2.4. The central panel of each plot shows the ratios of the values from
the individual channels to the combined values, where the error bars on the individual-channel measurements rep-
resent the total uncertainty uncorrelated between bins. The light-blue band represents the data statistical uncertainty
on the combined value and the dark-blue band represents the total uncertainty (statistical and systematic). The �2

per degree of freedom is given. The lower panel of each plot shows the pull, defined as the di↵erence between the
electron-pair and muon-pair values divided by the uncertainty on that di↵erence.
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±1%
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!
Generate pseudo-data for the invariant mass distribution in the leptonic final state!
 Statistical uncertainties determined from number of events per bin, after a binning optimisation!
Added a 3% systematic uncertainty to the statistical uncertainty

Juan Rojo                                                                                                                      HL-LHC workshop, CERN, 13/05/2015

Generation of pseudo-data: top quark pair
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PRELIMINARY

IN THE FUTURE?
➤ high-pt W, Z 
➤ high-mass Drell-Yan 
➤ high-mass ttbar 

Will all be at ~1% statistical level up to and even 
beyond the TeV scale.  

With leptonic final states, there’s a chance 
systematic errors may also be < 1%. 

At HL-LHC, Statistical errors on 
ttbar production will be < 1% up to 

Mtt ~ 2 TeV 29



PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)

➤ Most consistent set of independent determinations is from lattice 

➤ Two best determinations are from same group (HPQCD, 
1004.4285, 1408.4169) 
αs(MZ) = 0.1183 ± 0.0007 (0.6%) [heavy-quark correlators] 
αs(MZ) = 0.1183 ± 0.0007 (0.6%) [Wilson loops]
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Figure 1.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

➤ Error criticised by FLAG, who 
suggest  

αs(MZ) = 0.1184 ± 0.0012(1%) 

➤ Worries include missing 
perturbative contributions, non-
perturbative effects in 3–4 
flavour transition at charm mass 
[addressed in some work], etc.
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using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

thrust & “best” lattice are 4-σ apart
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azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to
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FIG. 17: The smaller elongated ellipses show the experimental
39% CL error (1-sigma for αs) and best fit points for different
global data sets at N3LL′ order in the R-gap scheme and
including bottom quark mass and QED effects. The default
theory parameters given in Tab. III are employed. The larger
ellipses show the combined theoretical plus experimental error
for our default data set with 39% CL (solid, 1-sigma for one
dimension) and 68% CL (dashed).

experimental error ellipses, hence to larger uncertainties.
It is an interesting but expected outcome of the fits

that the pure experimental error for αs (the uncertainty
of αs for fixed central Ω1) depends fairly weakly on the
τ range and the size of the global data sets shown in
Fig. 17. If we had a perfect theory description then we
would expect that the centers and the sizes of the error
ellipses would be statistically compatible. Here this is
not the case, and one should interpret the spread of the
ellipses shown in Fig. 17 as being related to the theo-
retical uncertainty contained in our N3LL′ order predic-
tions. In Fig. 17 we have also displayed the combined
(experimental and theoretical) 39% CL standard error
ellipse from our default global data set which was al-
ready shown in Fig. 11a (and is 1-sigma, 68% CL, for
either one dimensional projection). We also show the
68% CL error ellipse by a dashed red line, which corre-
sponds to 1-sigma knowledge for both parameters. As
we have shown above, the error in both the dashed and
solid larger ellipses is dominated by the theory scan un-
certainties, see Eqs. (68). The spread of the error ellipses
from the different global data sets is compatible with the
1-sigma interpretation of our theoretical error estimate,
and hence is already represented in our final results.

Analysis without Power Corrections

Using the simple assumption that the thrust distribution
in the tail region is proportional to αs and that the main

αs(mZ)±(pert. error) χ2/(dof)

N3LL′ with ΩRgap
1 0.1135 ± 0.0009 0.91

N3LL′ with Ω̄MS
1 0.1146 ± 0.0021 1.00

N3LL′ without Smod
τ 0.1241 ± 0.0034 1.26

O(α3
s) fixed-order

without Smod
τ

0.1295 ± 0.0046 1.12

TABLE VII: Comparison of global fit results for our full anal-
ysis to a fit where the renormalon is not canceled with Ω̄1, a
fit without Smod

τ (meaning without power corrections with
Smod
τ (k) = δ(k)), and a fit at fixed order without power cor-

rections and log resummation. All results include bottom
mass and QED corrections.

effect of power corrections is a shift of the distribution
in τ , we have estimated in Sec. I that a 300MeV power
correction will lead to an extraction of αs from Q = mZ

data that is δαs/αs ≃ (−9 ± 3)% lower than an anal-
ysis without power corrections. In our theory code we
can easily eliminate all nonperturbative effects by set-
ting Smod

τ (k) = δ(k) and ∆̄ = δ = 0. At N3LL′ or-
der and using our scan method to determine the per-
turbative uncertainty a global fit to our default data set
yields αs(mZ) = 0.1241 ± (0.0034)pert which is indeed
9% larger than our main result in Eq. (68) which ac-
counts for nonperturbative effects. It is also interesting
to do the same fit with a purely fixed-order code, which
we can do by setting µS = µJ = µH to eliminate the
summation of logarithms. The corresponding fit yields
αs(mZ) = 0.1295±(0.0046)pert, where the displayed error
has again been determined from the theory scan which in
this case accounts for variations of µH and the numerical
uncertainties associated with ϵ2 and ϵ3. (A comparison
with Ref. [22] is given below in Sec. IX.)
These results have been collected in Tab. VII together

with the αs results of our analyses with power corrections
in the R-gap and the MS schemes. For completeness we
have also displayed the respective χ2/dof values which
were determined by the average of the maximal and the
minimum values obtained in the scan.

VIII. FAR-TAIL AND PEAK PREDICTIONS

The factorization formula (4) can be simultaneously used
in the peak, tail, and far-tail regions. To conclude the
discussion of the numerical results of our global analysis
in the tail region, we use the results obtained from this
tail fit to make predictions in the peak and the far-tail
regions.
In Fig. 18 we compare predictions from our full N3LL′

code in the R-gap scheme (solid red line) to the accurate
ALEPH data at Q = mZ in the far-tail region. As input
for αs(mZ) and Ω1 we use our main result of Eq. (68)
and all other theory parameters are set to their default
values (see Tab. III). We find excellent agreement within
the theoretical uncertainties (pink band). Key features

Comments: 
➤ thrust & C-parameter are highly correlated observables 

➤ Analysis valid far from 3-jet region, but not too deep 
into 2-jet region — at LEP, not clear how much of 
distribution satisfies this requirement 

➤ thrust fit shows noticeable sensitivity to fit region (C-
parameter doesn't)

dependence on fit range
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Non-perturbative effects in Z pT
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MC hadronisation

0% MC hadronisation does not imply 
absence of non-perturbative effects

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ It seems size of effect can’t be probed by 
turning MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 
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Non-perturbative effects in Z pT

����

����

�

����

����

����

����

�� �� �� ��� ��� ���

������ �� ������� ����
��� �� ���� ������� ������ �� ����� �����

��
�
���

��
���
��
��
�
���
��
��
��
���

�� ����� �� �� ����

������ �� ���� ��� ����� �� � ��

�

impact of 0.5 GeV shift of Z pT

0.5 GeV is perhaps conservative(?) 
Suggests up to 2% effects could be 

present.

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ Size of effect can’t be probed by turning 
MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen
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Multi-Parton Interactions?
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➤ Naively, you’d expect these are not 
correlated with Z pT — but in at least 
one MC (Pythia 6) switching them on/
off changes distribution by O(1%)

MPI

Why is there any effect  
at all from MPI? 

Side-effect of colour reconnections?

0.5‒1%
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VECTOR-BOSON FUSION → HIGGS

➤ double DIS approximation is powerful tool for 
VBF, using structure functions for the W/Z 
production (Han, Valencia & Willenbrock 1992, 
NNLO by Bolzoni et al 1003.4451)

R E N C O N T R E S D E M O R I O N D 2 0 1 6

Preliminary N3LO results

PRELIMINARY

NNPDF30_nnlo_as_0118
Q/2 < µR , µF < 2 Q
LHC 13 TeV
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Slide 18/19 — Alexander Karlberg (Oxford) — VBFH@NNLO

Dreyer & Karlberg,  
160x.xxxx

N3LO VBF (no cuts)

(a) Born VBF process

two loop

passed to analysis
projected momentum,

original momentum,

H

W,Z

W,Z

+

double−real counterevent

one−loop single−real counterevent

integrated over

double real

one−loop single real

+ −

+ −

(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real

+ +

N3LO

➤ Now being extended to N3LO, 
shows scale uncertainties ≪ 1% 
for observables inclusive wrt the 
jets 

➤ good stability from NNLO to 
N3LO

DIS

DIS
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VECTOR-BOSON FUSION → HIGGS

➤ double DIS approximation is powerful tool for 
VBF, using structure functions for the W/Z 
production (Han, Valencia & Willenbrock 1992, 
NNLO by Bolzoni et al 1003.4451)

R E N C O N T R E S D E M O R I O N D 2 0 1 6

Preliminary N3LO results

 1

 1.02

Slide 18/19 — Alexander Karlberg (Oxford) — VBFH@NNLO

Dreyer & Karlberg,  
160x.xxxx

N3LO VBF (no cuts)

(a) Born VBF process

two loop

passed to analysis
projected momentum,

original momentum,

H

W,Z

W,Z

+

double−real counterevent

one−loop single−real counterevent

integrated over

double real

one−loop single real

+ −

+ −

(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real

+ +

N3LO

➤ Now being extended to N3LO, 
shows scale uncertainties ≪ 1% 
for observables inclusive wrt the 
jets 

➤ good stability from NNLO to 
N3LO

DIS

DIS
39

Exact in “QCD1 ⊗ QCD2”  
Non-trivial real-world corrections believed < 1%



VBF with cuts on jets: Projection to Born method

(a) Born VBF process

two loop

passed to analysis
projected momentum,

original momentum,

H

W,Z

W,Z

+

double−real counterevent

one−loop single−real counterevent

integrated over

double real

one−loop single real

+ −

+ −

(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real

+ +

Cacciari, Dreyer, Karlberg, GPS & Zanderighi, 1506.02660  
Exact in “QCD1 ⊗ QCD2”

using VBF 3-jet @ NLO from Jäger, Schissler & Zeppenfeld, 1405.6950 
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ABSOLUTE CROSS-SECTIONS MEASURED TO ~ 1%?

Beam Imaging and Luminosity Calibration

March 14, 2016

Markus Klute, Catherine Medlock, Jakob Salfeld-Nebgen
Massachusettes Institute of Technology

We discuss a method to reconstruct two-dimensional proton bunch densities using vertex distributions accu-
mulated during LHC beam-beam scans. The x-y correlations in the beam shapes are studied and an alterna-
tive luminosity calibration technique is introduced. We demonstrate the method on simulated beam-beam
scans and estimate the uncertainty on the luminosity calibration associated to the beam-shape reconstruction
to be below 1%.

1 Introduction

During the LHC Run-1 period, the LHC experiments introduced the Van-der-Meer (VdM) [1, 2] scan method
for luminosity scale calibration at the hadron collider [3, 4, 5, 6, 7].

The VdM scan method is intended to measure the overlap integral O
I

of the colliding proton beams with
proton densities ⇢

1

and ⇢
2

O
I

=

Z 1

�1
⇢
1

(x, y)⇢
2

(x, y) dx dy, (1)

after integration over the longitudinal coordinate and time. If N
1

and N
2

are the number of protons in
the two colliding bunches respectively the instantaneous luminosity can be measured directly from machine
parameters according to

L = N
1

N
2

⌫
rev

O
I

. (2)

The measurable rate of a luminometer is given by the luminosity and the visible cross section for a specific
luminometer

R = �
vis

· L. (3)

The VdM scan method relies on the assumption that the bunch proton densities are factorizable in the
coordinates, x and y, of the transverse plane of the detector, i.e. ⇢

i

(x, y) = ⇢
i

(x)⇢
i

(y). In general, this
assumption does not hold and introduces one of the leading systematic uncertainties for luminosity calibration
measurements [4, 7].

The transverse beam-shape reconstruction therefore poses a challenging problem in the luminosity scale
calibration procedure of the LHC experiments. The LHCb collaboration exploits beam-gas interactions
to reconstruct the individual proton bunch densities [6, 8, 9]. Another approach exploits the evolution of
the mean and width of the luminosous region during the beam-beam scans [10]. In addition, a dedicated
tailoring of the LHC proton bunch injection chain was investigated to prevent the emergence of non-gaussian
beam-shapes [11].

In this paper a method to estimate the x-y correlations is developed and a new proposal for a comple-
mentary luminosity calibration is presented. The method generalizes the beam imaging technique proposed
in [12] and [13] to two dimensions.

In contrast to the standard VdM scan, beam-beam scans with one beam fixed in the rest-frame of the
detector per x and y scan are utilized. The distributions of reconstructed proton-proton collision vertices in
the transverse plane accumulated during the scans constrain the two-dimensional proton densities and are
fitted simultaneously to extract the analytical form for the proton densities of the two beams. As a result,
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