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WHAT DO ATLAS & CMS USE MOST FREQUENTLY?
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Nearly all of it is QCD
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A good part of that is  
event-generation, 

covered yesterday by T. Sjöstrand



WHAT DO ATLAS & CMS USE MOST FREQUENTLY?

5

�

���

���

���

���

�
������ �������� ����� �� ����� ��� ��� �����������

�� �� ����������� ��������� ��������������� ��� ������ � ���

��
��
��

�
�
��
��
�
��
��
�
��

��
��
���
�
��
��
���
�
��

���
��
��
�
��
��

��
�
�
�
�
�
��
��
��
��
��
��
��
��
��

��
��
��

��
��
��
��
�
�
�

��
���
� �
���
���
�

��
��
��
��

��
��
�
��
��

��
�
��
�
��
��
��

��
��
��
��
�

��
�
��
�
��
�

�
��
�
��
��
��
��

��
��
� �
��
��
���
�
��
��
��
��

��
�
��
�
��
��
��

�
��
��
��
�
�

��
��
��
�
�
�

��
��
��
��
�

��
��
��
�
��
��
��

��
��
���
��

���
���
��
��
��
���
��
� �
��
��
��
���

��
��
��

�
��

��
�

��
���
��
�
��
��
�

���
�
�

��
��
�

��
���
�
��
��
��
���
��

��
��
� �
��
��
���
�
��
���
��
�

�
��
�

Some is top-production 
(because it’s a widespread bkgd)  
covered on Friday by A. Mitov
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What’s left is jets, PDFs  
and MCFM (NLO)

But the core of this talk,  
the start of a “precision 
revolution” is too new  
to appear on this plot 



what precision will we want? 

what precision do we have?
7
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LONG-TERM HIGGS PRECISION?
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µ��

Naive extrapolation suggests LHC has long-term  
potential to do Higgs physics at 1% accuracy

naively extrapolate 7/8 TeV results (based on lumi and σ)

NAIVELY EXTRAPOLATE 7+8 TEV RESULTS (based on lumi and σ)
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AT
LA

S

today’s  
TH syst

CM
S

no TH syst.
50% TH syst.

Extrapolation suggests that 
we get value from full lumi 
only if we aim for O(1%) 

or better precision

official HL-LHC  
forecasts



nnlo
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NNLO hadron-collider calculations v. time
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explosion of calculations  
in past 18 months

 let me know of any significant omissions



NNLO INGREDIENTS (for a 2→2 process)
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2-loop 2→2

1-loop 2→3

tree     2→4

sum
ideas for handling 
sum of singularities  

enabled 
pp ➜ X + jet(s)

calculations here 
enabled 
pp ➜ VV

within scope of 
existing tools



Combining 2-loops / 1-loop / tree
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f(z) is some function with finite limit for z ! 0

“SLICING”

� =

✓
c� ln

1

cut

◆
· f(0) +

Z 1

cut
dz

f(z)

z

virtual & counterterm:  
get from soft-collinear  

resummation

real part:  
use MC integration  
(cut has to be small,  
but not too small)

qT-subtraction: Catani, Grazzini 
N-jettiness subtraction: Boughezal, Focke, Liu, Petriello; Gaunt, Stahlhofen, Tackmann, Walsh 



Combining 2-loops / 1-loop / tree
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f(z) is some function with finite limit for z ! 0

LOCAL SUBTRACTION

� = c · f(0) +
Z 1

0
dz


f(z)

z
� f(0)

z

�

virtual & counterterm:  
may need (tough)  

analytic calcn 

real part:  
MC integration is finite  

 even without cut

Sector decomposition: Anastasiou, Melnikov, Petriello; Binoth, Heinrich  
Antennae subtraction: Kosower; Gehrmann, Gehrmann-de Ridder, Glover  
Sector-improved residue subtraction: Czakon; Boughezal, Melnikov, Petriello  
CoLorFul subtraction: Del Duca, Somogyi, Trocsanyi  
Projection-to-Born: Cacciari, Dreyer, Karlberg, GPS, Zanderighi 



WHAT PRECISION AT NNLO?
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For many processes NNLO scale band is ~±2%  
But only in 3/17 cases is NNLO (central) within NLO scale band…
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For many processes NNLO scale band is ~±2%  
But only in 3/17 cases is NNLO (central) within NLO scale band…



n3lo
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Higgs via  
gluon fusion

Higgs via  
weak-boson 

fusion
PDFs?



VBF converges much faster than ggF 

But both calcns share feature that NNLO fell outside NLO scale band,  
while N3LO (with good central scale choice) is very close to NNLO

N3LO CONVERGENCE?

17

Figure 2: E↵ective theory production cross section of a scalar particle of mass mS 2 [50, 150] GeV
through increasing orders in perturbation theory. For further details see the caption of Fig. 1.

mass around 770 GeV. This feature is not shared with individual PDF sets. We therefore

use, conservatively, the envelope of CT14, NNPDF30 and PDF4LHC, which leads to an

uncertainty due to the lack of N3LO parton densities at the level of 0.9%� 3% for scalars

in the range 50 GeV�3 TeV. This uncertainty remains of the order of a few percent also

at lower masses, but it increases rapidly to O(10%) for mS . 20 GeV.

We present the cross section values and uncertainties for this range of scalar masses in

Appendix A. In particular, in Tab. 6 we focus on the range between 730 and 770 GeV.

3. Finite width e↵ects and the line-shape

The results of the previous section hold formally only when the width of the scalar is set to

zero. In many beyond the Standard Model (BSM) scenarios, however, finite-width e↵ects

cannot be neglected. In this section we present a way to include leading finite-width e↵ects

into our results, in the case where the width is not too large compared to the mass.

The total cross section for the production of a scalar boson of total width �S can be

obtained from the cross section in the zero-width approximation via a convolution

�S(mS ,�S ,⇤UV) =

Z
dQ2Q�S(Q)

⇡

�S(Q,�S = 0,⇤UV)

(Q2 �m2
S)

2 +m2
S�

2(mS)
+O (�S(mS)/mS) , (3.1)

where Q is the virtuality of the scalar particle. This expression is accurate at leading order

in �S(mS)/mS . For large values of the width relative to the mass, subleading corrections

– 6 –
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FIG. 4. Cross section as a function of center-of-mass energy (left), Higgs transverse momentum distribution (center) and Higgs
rapidity distribution (right).

�(13 TeV) [pb] �(14 TeV) [pb] �(100 TeV) [pb]

LO 4.099+0.051
�0.067 4.647+0.037

�0.058 77.17+6.45
�7.29

NLO 3.970+0.025
�0.023 4.497+0.032

�0.027 73.90+1.73
�1.94

NNLO 3.932+0.015
�0.010 4.452+0.018

�0.012 72.44+0.53
�0.40

N3LO 3.928+0.005
�0.001 4.448+0.006

�0.001 72.34+0.11
�0.02

TABLE I. Inclusive cross sections at LO, NLO, NNLO and
N3LO for VBF Higgs production. The quoted uncertainties
correspond to scale variations Q/2 < µR, µF < 2Q, while
statistical uncertainties are at the level of 0.2h.

order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The
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N3LO PDFS ?
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FIG. 2. Estimate of the impact of missing higher orders cor-
rections in PDFs, using equations (4) and (6) with Q0 = 5, 8
and 10 GeV.

The uncertainty estimates obtained with the two di↵er-
ent methods described by equations (4) and (6) is shown
in figure 2 as a function of center-of-mass energy, and for
a range of Q0 values.

One should note that the uncertainty estimates given
in equations (4) and (6) do not include what is usually re-
ferred to as PDF uncertainties. While we are here calcu-
lating missing higher order uncertainties to NNLO PDF
sets, typical PDF uncertainties correspond to uncertain-
ties due to errors on the experimental data and limita-
tions of the fitting procedure. These can be evaluated for
example with the PDF4LHC15 prescription [21], and are
of about 2% at 13 TeV, which is larger than the correc-
tions discussed above. One can also combine them with
↵s uncertainties, which are at the 5h level.

Let us now discuss in more detail phenomenological
consequences of the N3LO corrections to VBF Higgs pro-
duction. We present results for a wide range of energies
in proton-proton collisions. The central factorisation and
renormalisation scales are set to the squared momentum
of the corresponding vector boson. To estimate miss-
ing higher-order uncertainties, we use a seven-point scale
variation, varying the scales by a factor two up and down
while keeping 0.5 < µR/µF < 2

µR,i = ⇠µRQi , µF,i = ⇠µFQi , (7)

where ⇠µR , ⇠µF 2 �
1
2 , 1, 2

 
and i = 1, 2 corresponds to

the upper and lower hadronic sectors.
Our implementation of the calculation is based on the

inclusive part of proVBFH which was originally developed
for the di↵erential NNLO VBF calculation [9]. We have
used the phase space from POWHEG’s two-jet VBF Higgs
calculation [22]. The matrix element is derived from
structure functions obtained with the parametrised DIS
coe�cient functions [13, 14, 16, 23–29], evaluated using
HOPPET v1.2.0-devel [30].

FIG. 3. Dependence of the cross section on the renormali-
sation and factorisation scales for each order in perturbation
theory.

For our computational setup, we use a diagonal CKM
matrix with five light flavours ignoring top-quarks in
the internal lines and final states. Full Breit-Wigner
propagators for the W , Z and the narrow-width ap-
proximation for the Higgs boson are applied. We use
the PDF4LHC15 nnlo mc PDF [21, 31–33] and four-loop
evolution of the strong coupling, taking as our initial con-
dition ↵s(MZ) = 0.118. We set the Higgs mass to MH =
125.09 GeV, in accordance with the experimentally mea-
sured value [34]. Electroweak parameters are obtained
from their PDG [35] values and tree-level electroweak re-
lations. As inputs we use MW = 80.385 GeV, MZ =
91.1876 GeV and GF = 1.16637⇥ 10�5 GeV�2. For the
widths of the vector bosons we use �W = 2.085 GeV and
�Z = 2.4952 GeV.
To study the convergence of the perturbative series, we

show in figure 3 the inclusive cross section obtained at 13
TeV with µR = µF = ⇠Q for ⇠ 2 [1/4, 4]. Here we observe
that at N3LO the scale dependence becomes extremely
flat over the full range of renormalisation and factorisa-
tion scales. We note that similarly to the results obtained
in the the gluon-fusion channel [12], the convergence im-
proves significantly at N3LO, with the N3LO prediction
being well inside of the NNLO uncertainty band, while
at lower orders there is a pattern of limited overlap of
theoretical uncertainties.

In figure 4 (left), we give the cross section as a func-
tion of center-of-mass energy. We see that at N3LO the
convergence of the perturbative series is very stable, with
corrections of about 1h on the NNLO result. The scale
uncertainty is dramatically reduced, going at 13 TeV
from 7h at NNLO to 1.4h at N3LO. A detailed break-
down of the cross section and scale uncertainty obtained
at each order in QCD is given in table I for

p
s = 13, 14

and 100 TeV.
The center and right plots of figure 4 show the Higgs

transverse momentum and rapidity distributions at each

Dreyer & Karlberg, 1606.00840 

impact of N3LO 
coefficient functions 
non-negligible on PDFs

(impact on σVBF)

1

2

✓
NNLO

NLO
� 1

◆
1

2

✓
NNLO

NLO
� 1

◆
1

2

✓
NNLO

NLO
� 1

◆

N3LO splitting functions not known. But N3LO DIS coefficient functions are known 
and their impact for quarks is >> NNLO splitting-function scale variation (~0.1%)

First results on N3LO splitting-fn moments



Z PT: the “ideal” 
hard process 

for testing NNLO 
precision?

For both data and theory, Z pT is  
an immediate testing ground for 1% effects. 

(& unlike Z & W prodn it’s sensitive to αs  
& the gluon distribution)



Z pT: run 1 measurements have already reached 0.5-1% ! 
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Figure 1: Relative uncertainties in percent of the normalised fiducial cross section measure-
ment. Each plot shows the qT dependence in the indicated ranges of |y|.
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Figure 2: Relative uncertainties in percent of the absolute fiducial cross section measurement.
The 2.6% uncertainty in the luminosity is not included. Each plot shows the qT dependence in
the indicated ranges of |y|.

five bins in |y| and the last plot shows the qT dependence integrated over |y|. In the bottom
panels the ratio of the FEWZ prediction to data is shown. The vertical error bars represent the
statistical uncertainties of data and simulation. The red-hatched bands drawn at the points
represent the systematic uncertainties of the measurement only. The scale uncertainties are
indicated by the grey-shaded areas and the PDF uncertainties by the light-hatched bands. The
scale uncertainties are estimated from the envelope of the following combinations of variations
of the factorisation µF and the renormalisation µR scales: (2µF,2µR), (0.5µF,0.5µR), (2µF,µR),
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Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.

matrix, which connects the p``T distribution at reconstruction and particle levels is estimated using the
Powheg+Pythia signal MC sample.

3.6 Systematic uncertainties

The principal sources of uncertainty on the measurements are discussed, as well as the degree to which
these uncertainties are taken as correlated (between bins in �⇤⌘ or p``T , or between the electron-pair and
muon-pair channels) when combining the electron-pair and muon-pair results and in quoting the final
results. Figure 4 provides a summary of the uncertainties arising from data statistics, mis-modelling of
the detector, background processes, and of the MC signal samples used to correct the data. These are
given for both the electron (dressed level) and muon (bare level) channels as a function of �⇤⌘ and p``T for
events with 66 GeV < m`` < 116 GeV and |y``| < 2.4.
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1%

(normalised to fiducial Z cross section)



Z pT: Data v. two theory calculations

NLO NNLO

Boughezal, Liu & Petriello  
’16 preliminary
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Figure 11. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of rapidity of the Z boson, yZ , with an invariant mass cut on final state leptons of
81 GeV < m`` < 101 GeV. The CMS data is taken from Ref. [17]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction.

yZ). At NNLO, we obtain for the fiducial cross section with CMS cuts:

�NNLO(81 GeV < m`` < 101 GeV) = 450.6+2.7
�1.6 pb.

The normalised distributions of CMS are compared to theory in Figure 11, where excellent

agreement is observed upon inclusion of the NNLO corrections.

Compared to NNLO theory, both ATLAS and CMS fiducial cross section measure-

ments of the Z-boson transverse momentum display a similar pattern of disagreement for

the absolute distributions while having excellent agreement for the normalised distribu-

tions. The inclusion of the newly derived NNLO corrections to the transverse momentum

distribution are crucial for a meaningful comparison between data and theory: (a) they

reduce the theory uncertainty to a level that firmly establishes the discrepancy on the ab-

solute cross sections, and (b) they modify the central value and the shape of the theory

prediction to better agree with the data on the normalised distributions.

5 Summary and Conclusions

We have derived the NNLO QCD corrections to the production of Z/�⇤ bosons decay-

ing to lepton pairs at large transverse momentum, inclusive over the hadronic final state.

– 12 –
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I significant improvement in theory vs. data comparison
I reduction of scale uncertainties
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I reduction of scale uncertainties
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NNLO ~ ±1.5 %
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Figure 11. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of rapidity of the Z boson, yZ , with an invariant mass cut on final state leptons of
81 GeV < m`` < 101 GeV. The CMS data is taken from Ref. [17]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction.
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�1.6 pb.

The normalised distributions of CMS are compared to theory in Figure 11, where excellent

agreement is observed upon inclusion of the NNLO corrections.

Compared to NNLO theory, both ATLAS and CMS fiducial cross section measure-

ments of the Z-boson transverse momentum display a similar pattern of disagreement for

the absolute distributions while having excellent agreement for the normalised distribu-

tions. The inclusion of the newly derived NNLO corrections to the transverse momentum

distribution are crucial for a meaningful comparison between data and theory: (a) they

reduce the theory uncertainty to a level that firmly establishes the discrepancy on the ab-
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We have derived the NNLO QCD corrections to the production of Z/�⇤ bosons decay-
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Figure 11. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of rapidity of the Z boson, yZ , with an invariant mass cut on final state leptons of
81 GeV < m`` < 101 GeV. The CMS data is taken from Ref. [17]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction.
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The normalised distributions of CMS are compared to theory in Figure 11, where excellent

agreement is observed upon inclusion of the NNLO corrections.
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ments of the Z-boson transverse momentum display a similar pattern of disagreement for

the absolute distributions while having excellent agreement for the normalised distribu-

tions. The inclusion of the newly derived NNLO corrections to the transverse momentum

distribution are crucial for a meaningful comparison between data and theory: (a) they

reduce the theory uncertainty to a level that firmly establishes the discrepancy on the ab-

solute cross sections, and (b) they modify the central value and the shape of the theory

prediction to better agree with the data on the normalised distributions.

5 Summary and Conclusions

We have derived the NNLO QCD corrections to the production of Z/�⇤ bosons decay-

ing to lepton pairs at large transverse momentum, inclusive over the hadronic final state.
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CAVEAT #1: Non-perturbative effects in Z (& H?) pT
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impact of 0.5 GeV shift 
of Z pT

0.5 GeV is perhaps conservative(?) 
But suggests up to 2% effects could be present.

➤ Inclusive Z & H cross sections should 
have ~Λ2/M2 corrections (~10-4 ?) 

➤ Z (&H) pT not inclusive so 
corrections can be ~Λ/M. 

➤ Size of effect can’t be probed by 
turning MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen
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X-sections normalised to Z are great, if we understand Z production
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±0.45% syst.

±2.8% lumi

×6

Up to 5% discrepancy? 

Are NNLO scale errors (~0.5%) a reliable indicator of uncertainties? 

Does it matter, given the large luminosity uncertainty?

8 TeV fiducial Z cross-section



HOW DO EXPERIMENTS COMPARE FOR LUMINOSITY DETERMINATIONS?

24

Total L systematics: vdM or BGI - & more 

13 June 2016 W. Kozanecki 

16 

Adapted from ref. [17], Table 14 

 Appdx 

From yesterday’s talk by W. Kozanecki

LHCb can do ±1.1%. Can that be transferred to the other experiments?  
(e.g. with fiducial J/Ψ measurements? Or some other way?) 

ATLAS’s final lumi. error has improved relative to that used for fiducial Z x-sct.  
Can key legacy 8 TeV results be updated with new lumi?

luminosity is potential keystone measurement for LHC precision programme 



closing remarks
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THE THINGS I DIDN’T COVER

➤ strong coupling: hasn’t seen real progress in several years.  
➤ Need to exclude/validate 0.113.  
➤ My view: highest prec. will come from progress in lattice 

➤ PDFs: maybe we need a roadmap of how we’re going to 
increase precision here? (E.g. which processes are robust & 
sensitive) 

➤ Jets: there are many “systematics” in jet physics 
➤ perturbative radiation (esp. at small R, log R effects) 
➤ hadronisation (~1/R) 
➤ underlying event (~R2) 

If we’re to use them for precision physics we’ll probably need 
measurements over a range of R (0.2 – 0.7?) that goes beyond 
the R values intended for normal analyses 
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KEY MESSAGES

➤ major progress in NNLO calculations  
➤ we’re on the eve of a new precision era: 1–2% 
➤ many things will need to come together for precision to 

become ubiquitous 
➤ QCD inputs: couplings & PDFs 
➤ QCD “modelling”: hadronisation & UE? 
➤ Insight into how we make cuts 
➤ Choice of a few good processes to measure  

(e.g. just how good are leptons?) 
➤ LHC machine knowledge, esp. luminosity error? 

27

an exciting time ahead as we learn to do precision  
across the spectrum of LHC physics!



EXTRA SLIDES
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29

dijets O(3%) gluon-gluon, gluon-quark PDFs, strong couplings, BSM

H+0 jet O(3-5 %) fully inclusive (N3LO ) Higgs couplings

H+1 jet O(7%) fully exclusive; Higgs 
decays, infinite mass tops

Higgs couplings, Higgs pt, structure for the 
ggH vertex.

tT pair O(4%) fully exclusive, stable tops top cross section, mass, pt, FB asymmetry, 
PDFs, BSM

single top O(1%) fully exclusive, stable tops, 
t-channel Vtb, width, PDFs

WBF O(1%) exclusive, VBF cuts Higgs couplings

W+j O(1%) fully exclusive, decays PDFs

Z+j O(1-3%) decays, off-shell effects PDFs

ZH O(3-5 %) decays to bb at NLO Higgs couplings (H-> bb)

ZZ O(4%) fully exclusive Trilinear gauge couplings, BSM

WW O(3%) fully inclusive Trilinear gauge couplings, BSM

top decay O(1-2 %) exclusive Top couplings

H -> bb O(1-2 %) exclusive, massless Higgs couplings, boosted

Processes currently known through NNLO

Saturday, February 27, 16

K. Melnikov @ KITPdone ~ in past year



the inputs
strong coupling (e.g. ±2.6% on ggF)  
PDFs                  (e.g. ±1.9% on ggF)
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PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)

➤ Most consistent set of independent determinations is from lattice 

➤ Two best determinations are from same group (HPQCD, 
1004.4285, 1408.4169) 
αs(MZ) = 0.1183 ± 0.0007 (0.6%) [heavy-quark correlators] 
αs(MZ) = 0.1183 ± 0.0007 (0.6%) [Wilson loops]

36 1. Quantum chromodynamics
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using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to
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➤ Error criticised by FLAG, who 
suggest  

αs(MZ) = 0.1184 ± 0.0012(1%) 

➤ Worries include missing 
perturbative contributions, non-
perturbative effects in 3–4 
flavour transition at charm mass 
[addressed in some work], etc.
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So far, only one analysis is available which involves the determination of αs from
hadron collider data in NNLO of QCD: from a measurement of the tt cross section at
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E+E- EVENT SHAPES AND JET RATES
➤ Two “best” determinations are from same group  

(Hoang et al, 1006.3080,1501.04111) 
αs(MZ) = 0.1135 ± 0.0010 (0.9%) [thrust]  
αs(MZ) = 0.1123 ± 0.0015 (1.3%) [C-parameter]
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using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

thrust & “best” lattice are 4-σ 
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using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to
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thrust & “best” lattice are 4-σ 
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FIG. 17: The smaller elongated ellipses show the experimental
39% CL error (1-sigma for αs) and best fit points for different
global data sets at N3LL′ order in the R-gap scheme and
including bottom quark mass and QED effects. The default
theory parameters given in Tab. III are employed. The larger
ellipses show the combined theoretical plus experimental error
for our default data set with 39% CL (solid, 1-sigma for one
dimension) and 68% CL (dashed).

experimental error ellipses, hence to larger uncertainties.
It is an interesting but expected outcome of the fits

that the pure experimental error for αs (the uncertainty
of αs for fixed central Ω1) depends fairly weakly on the
τ range and the size of the global data sets shown in
Fig. 17. If we had a perfect theory description then we
would expect that the centers and the sizes of the error
ellipses would be statistically compatible. Here this is
not the case, and one should interpret the spread of the
ellipses shown in Fig. 17 as being related to the theo-
retical uncertainty contained in our N3LL′ order predic-
tions. In Fig. 17 we have also displayed the combined
(experimental and theoretical) 39% CL standard error
ellipse from our default global data set which was al-
ready shown in Fig. 11a (and is 1-sigma, 68% CL, for
either one dimensional projection). We also show the
68% CL error ellipse by a dashed red line, which corre-
sponds to 1-sigma knowledge for both parameters. As
we have shown above, the error in both the dashed and
solid larger ellipses is dominated by the theory scan un-
certainties, see Eqs. (68). The spread of the error ellipses
from the different global data sets is compatible with the
1-sigma interpretation of our theoretical error estimate,
and hence is already represented in our final results.

Analysis without Power Corrections

Using the simple assumption that the thrust distribution
in the tail region is proportional to αs and that the main

αs(mZ)±(pert. error) χ2/(dof)

N3LL′ with ΩRgap
1 0.1135 ± 0.0009 0.91

N3LL′ with Ω̄MS
1 0.1146 ± 0.0021 1.00

N3LL′ without Smod
τ 0.1241 ± 0.0034 1.26

O(α3
s) fixed-order

without Smod
τ

0.1295 ± 0.0046 1.12

TABLE VII: Comparison of global fit results for our full anal-
ysis to a fit where the renormalon is not canceled with Ω̄1, a
fit without Smod

τ (meaning without power corrections with
Smod
τ (k) = δ(k)), and a fit at fixed order without power cor-

rections and log resummation. All results include bottom
mass and QED corrections.

effect of power corrections is a shift of the distribution
in τ , we have estimated in Sec. I that a 300MeV power
correction will lead to an extraction of αs from Q = mZ

data that is δαs/αs ≃ (−9 ± 3)% lower than an anal-
ysis without power corrections. In our theory code we
can easily eliminate all nonperturbative effects by set-
ting Smod

τ (k) = δ(k) and ∆̄ = δ = 0. At N3LL′ or-
der and using our scan method to determine the per-
turbative uncertainty a global fit to our default data set
yields αs(mZ) = 0.1241 ± (0.0034)pert which is indeed
9% larger than our main result in Eq. (68) which ac-
counts for nonperturbative effects. It is also interesting
to do the same fit with a purely fixed-order code, which
we can do by setting µS = µJ = µH to eliminate the
summation of logarithms. The corresponding fit yields
αs(mZ) = 0.1295±(0.0046)pert, where the displayed error
has again been determined from the theory scan which in
this case accounts for variations of µH and the numerical
uncertainties associated with ϵ2 and ϵ3. (A comparison
with Ref. [22] is given below in Sec. IX.)
These results have been collected in Tab. VII together

with the αs results of our analyses with power corrections
in the R-gap and the MS schemes. For completeness we
have also displayed the respective χ2/dof values which
were determined by the average of the maximal and the
minimum values obtained in the scan.

VIII. FAR-TAIL AND PEAK PREDICTIONS

The factorization formula (4) can be simultaneously used
in the peak, tail, and far-tail regions. To conclude the
discussion of the numerical results of our global analysis
in the tail region, we use the results obtained from this
tail fit to make predictions in the peak and the far-tail
regions.
In Fig. 18 we compare predictions from our full N3LL′

code in the R-gap scheme (solid red line) to the accurate
ALEPH data at Q = mZ in the far-tail region. As input
for αs(mZ) and Ω1 we use our main result of Eq. (68)
and all other theory parameters are set to their default
values (see Tab. III). We find excellent agreement within
the theoretical uncertainties (pink band). Key features

Comments: 

➤ thrust & C-parameter are highly correlated observables 

➤ Analysis valid far from 3-jet region, but not too deep into 
2-jet region — at LEP, not clear how much of distribution 
satisfies this requirement 

➤ thrust fit shows noticeable sensitivity to fit region (C-
parameter doesn't)

dependence on fit 
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PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%). WHAT WAY FORWARD?

➤ For gluon-fusion & ttH, this comes in squared. It 
also correlates with the PDFs and affects 
backgrounds.

➤ To go beyond 1%, best hope 
is probably lattice QCD — 
on a 10-year timescale, 
there will likely be enough 
progress that multiple 
groups will have high-
precision determinations 
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however they provide valuable new values of αs at energy scales now extending up to
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hadron collider data in NNLO of QCD: from a measurement of the tt cross section at
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ATLAS-CONF-2015-049

NB: top-quark mass 
choice affects this plot

αs(MZ)=0.113

cross-section ratios 
(W+/W–, ttbar/Z)  

show tensions with 
some PDFs



PDFS: WHAT ROUTE FOR PROGRESS?

➤ Current status is 2–3% for core 
“precision” region 

➤ Path to 1% is not clear — e.g. Z pT’s 
strongest constraint is on qg lumi, 
which is already best known (why?) 

➤ It’ll be interesting to revisit the 
question once ttbar, incl. jets, Z pT, 
etc. have all been incorporated at 
NNLO 

➤ Can expts. get better lumi 
determination? 0.5%?
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PDF THEORY UNCERTAINTIES
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