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LHC – TWO ROLES – A DISCOVERY MACHINE  
AND A PRECISION MACHINE
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ALICE: heavy-ion physics LHCb: B-physics

+ TOTEM, LHCf

Interconnection between
two “dipoles” (bending
magnets) in the LHC
tunnel.

Today 
➤ 20 fb-1 @ 8 TeV 
➤ 13 fb-1 @ 13 TeV 
(analysed) 

Future 
➤ 2018: 100 fb-1 @ 13 TeV 
➤ 2023: 300 fb-1 @ 1? TeV 
➤ 2035: 3000 fb-1 @ 14 TeV 

1 fb-1 = 1014 collisions

Increase in luminosity brings 
discovery reach and precision

http://cern.ch/collider-reach


KEY UNRESOLVED PROBLEMS

➤ nature of dark matter 

➤ nature of dark energy 

➤ origin of matter-antimatter asymmetry 

➤ …  

The field has made enormous progress in 
excluding regions of parameter space for 
new physics models that resolve some of 
these problems. 

But we need new clues.
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M. Schumann (AEC Bern) – Direct Dark Matter Searches 11

Exclusions?

spin-independent WIMP-nucleon interactions

some results are missing...

Direct dark-matter searches

5 Figure

 [GeV]MedM
10 210

th
eo

ry
σ

 / 
σ

1−10

1

10

210

310

410

510
Scalar mediator

 = 1 GeVDMm, Dirac DM
 = 1

DM
 = 1, gqg

Observed exclusion 95% CL
Expected exclusion 95% CL

B2G-15-007) -1DM + bb (2.2 fb
EXO-16-005) -1DM + tt (2.2 fb

)-1 (12.9 fbqqDM + j/V

EXO-16-037fermion only 
 (LHC DM WG)theoryσ

Preliminary CMS ICHEP 2016

Observed exclusion 95% CL
Expected exclusion 95% CL

B2G-15-007) -1DM + bb (2.2 fb
EXO-16-005) -1DM + tt (2.2 fb

)-1 (12.9 fbqqDM + j/V

EXO-16-037fermion only 
 (LHC DM WG)theoryσ

Preliminary CMS ICHEP 2016

 [GeV]MedM
10 210

th
eo

ry
σ

 / 
σ

1−10

1

10

210

310

410

510
Pseudoscalar mediator

 = 1 GeVDMm, Dirac DM
 = 1

DM
 = 1, gqg

Observed exclusion 95% CL

Expected exclusion 95% CL

B2G-15-007) -1DM + bb (2.2 fb

EXO-16-005) -1DM + tt (2.2 fb

EXO-16-037) -1 (12.9 fb
qq

DM + j/V

 (LHC DM WG)theoryσ

Preliminary CMS ICHEP 2016

Observed exclusion 95% CL

Expected exclusion 95% CL

B2G-15-007) -1DM + bb (2.2 fb

EXO-16-005) -1DM + tt (2.2 fb

EXO-16-037) -1 (12.9 fb
qq

DM + j/V

 (LHC DM WG)theoryσ

Preliminary CMS ICHEP 2016

Figure 5. 95% CL observed (full-line) and expected (dashed-line) exclusion limits for the Scalar
(left) and Pseudoscalar (right) model as a function of Mmed for di↵erent /ET based DM searches
from CMS. Following the recommendation of the LHC DM working group [1, 2], the exclusions are
computed for quark coupling gq = 1.00 and for a DM coupling of gDM = 1.0 It should be noted
that an exclusion away from �/�0 ⇡ 1 only applies to coupling combinations that yield the same
kinematic distributions as the benchmark model considered here.
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Figure 6. Maximal/minimal reach of DM searches from CMS in mediator mass (blue bar) and
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to the model and coupling choices indicated next to the bars.
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A PLACE TO LOOK: THE HIGGS-BOSON SECTOR

The theory is old (1960s-70s). 

But the particle and it’s theory are  
unlike anything we’ve seen in nature. 

➤ A fundamental scalar φ, i.e. spin 0  
(all other particles are spin 1 or 1/2) 

➤ Α potential V(φ) ~ -μ2(φφ†) + λ(φφ†)2, 
which until now was limited to being 
theorists’ “toy model” (φ4) 

➤ ”Yukawa” interactions responsible for 
fermion masses,                , with couplings 
(yi) spanning 5 orders of magnitude
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Phenomenology: lecture 1 (9/101)

Recall of SM (EW part) Higgs mechanism

V(φ)

|φ0| |φ+|

V(φ)
Higgs fields: complex scalar doublet

φ =

(
φ+

φ0

)
, LH = (Dµφ)†(Dµφ)−V (φ)

Potential has form

V (φ) = −µ2φ†φ+ λ(φ†φ)2

which leads to a Vacuum Ex-
pectation Value (VEV): |φ| =√

µ2/2λ = v/
√

2.

SU(2) symmetry of configurations with |φ| = v/
√

2. Choose gauge
transformation (unitary gauge) to map

φ→
(

0
(v + H)/

√
2

)

yi�  ̄ 

Higgs sector needs  
stress-testing

Is Higgs fundamental or composite?  
If fundamental, is it “minimal”?  

Is it really φ4?  
Are Yukawa couplings responsible 

for all fermion masses? 



HOW DO WE STRESS-TEST THE HIGGS SECTOR?

By looking for deviations from Higgs-sector standard-model (SM) predictions
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or through loop contributions from other new particles. Thus, precision measurements of Higgs properties are

sensitive to physics beyond the Standard Model, potentially residing at scales much higher than the Higgs

vacuum expectation value (vev). Depending on the strength and type of coupling between the new physics and

the Higgs boson, limits derived from Higgs data may exceed those from direct searches, electroweak precision

measurements, or flavor physics. This way Higgs precision analyses open a unique window to new physics

sectors that are not strongly constrained by existing results.

One way to study physics beyond the Standard Model (BSM) in terms of a well defined quantum field theory

is given by the e↵ective field theory approach. By assuming a few basic principles, like the field content and

the gauge symmetries of the Standard Model, deviations from the Standard Model are parametrized by higher-

dimensional operators. While this approach allows us to study a large class of models it also has its limitations:

for example, it cannot account for e↵ects that arise from light particles, whose contributions may be enhanced

in BSM models, or from Higgs decays into new non-SM particles. Therefore, to give a complete picture of BSM

e↵ects in the Higgs sectors we also study specific BSM models which capture such features.

In this paper we review characteristic scenarios to describe modified Higgs couplings from physics beyond the

Standard Model, and illustrate their phenomenology with a few representative concrete models. In particular,

we try to address the question what high-energy scales can be probed by precise measurements of Higgs

couplings. While the answer to this question is necessarily model dependent, our aim is to work with a few

typical scenarios and models that are archetypal examples for a much larger class of models. We start by

introducing modified Higgs couplings in an e↵ective theory philosophy in Section 2. After that, we analyze the

relationship between Higgs coupling deviations and the scale of new physics in two broad categories: modified

Higgs properties through mixing e↵ects (Section 3) and through loop e↵ects (Section 4). In Section 5, we

evaluate and summarize the sensitivities to high scales in the di↵erent new physics scenarios.

2. EFFECTIVE INTERACTIONS

In the present article we will give a survey of typical scales of new physics beyond the Standard Model

which can be probed in precision measurements of the Higgs couplings. Deviations from the SM values are

predicted in many scenarios, of which a few representative examples will be described later in detail. Unless

the underlying model violates the decoupling theorem [16], operator expansions [17, 18] suggest deviations of

the order of

g = gSM [1 +�] : � = O(v2/⇤2) , (2.1)

with v ⇡ 246 GeV denoting the vacuum expectation value of the standard Higgs field and ⇤ � v the character-

istic scale of physics beyond the Standard Model. For typical examples of models which violate the decoupling

theorem see Refs. [19, 20] and our discussion in Section 4.2.

A theory with Standard Model operators but free Higgs couplings according to Eq.(2.1) is neither unitary nor

electroweak renormalizable [21]. However, it can be regarded as an e↵ective theory which contains additional

higher-dimensional operators suppressed by powers of ⇤. The e↵ective model can be thought of as emerging

from a complete and UV-consistent fundamental theory with a decoupled heavy sector. One such completion

could be a Two-Higgs-Doublet model (2HDM) [22, 23] with all heavy Higgs masses around the high scale ⇤,

well separated from the light Higgs mass (see end of this section).

According to Eq.(2.1) experimental accuracies of� = 0.2 down to 0.01 will give us sensitivity to scales of order

⇤ ⇠ 550 GeV up to 2.5 TeV. While the smaller of the two bounds is complementary to direct LHC searches,

the larger of the two bounds generally exceeds the direct search range of LHC. Thus precision measurements

in the Higgs sector may allow us to enter new physics territory.

A system in which the particles obey the symmetry structure of the Standard Model, but supplemented by

Sensitivity to small deviations Δ ⟷ probe large scales Λ where theory is not SM-like. 
Higher precision → sensitivity to higher scales.

There could also be LARGE deviations in rare processes, e.g. those with couplings 
to second generation, or double Higgs production.

H H

H

controlled by third derivative of 
Higgs potential at its minimum



What precision should LHC 
have as a target?

my personal point of view, not official LHC statements
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NAIVELY EXTRAPOLATE 7+8 TEV HIGGS RESULTS (based on lumi and σ)
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WHAT’S POSSIBLE EXPERIMENTALLY?

Today’s most precise results are 
perhaps for the Z transverse 
momentum 
➤ normalised to Z fiducal σ 
➤ achieves <1%, from  

pT = 1 to 200 GeV 
 
 
 
 
Ratio to total cross section cancels 
lumi & some lepton-efficiency 
systematics.
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Figure 6: The Born-level distributions of (1/�) d�/dp``T for the combination of the electron-pair and muon-pair
channels, shown in six m`` regions for |y`` | < 2.4. The central panel of each plot shows the ratios of the values from
the individual channels to the combined values, where the error bars on the individual-channel measurements rep-
resent the total uncertainty uncorrelated between bins. The light-blue band represents the data statistical uncertainty
on the combined value and the dark-blue band represents the total uncertainty (statistical and systematic). The �2

per degree of freedom is given. The lower panel of each plot shows the pull, defined as the di↵erence between the
electron-pair and muon-pair values divided by the uncertainty on that di↵erence.

18

±1%
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OVERALL, 1% SEEMS AN INTERESTING FIGURE TO HAVE IN MIND

What do we need to get there? 

Theory: 

➤ perturbative calculations 

➤ understanding of non-perturbative effects 

Inputs 

➤ the strong coupling 

➤ parton distribution functions (PDFs)
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higher-order Feynman  
diagrams

Perturbative 
calculations

(almost) all theory predictions for LHC are based on 
perturbation theory, e.g. 
σ = αsσ1 + αs2σ2 + … 

10



Progress on calculations has been stunning in the past years 

➤ N3LO Higgs 
➤ Many processes at NNLO 
➤ NLO + parton-shower automation 
➤ First NNLO + parton-shower 
➤ NNLL Resummations 
➤ EW + QCD, etc.

PRECISION LHC PHYSICS RELIES ON PRECISION THEORY
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FEYNMAN DIAGRAMS

VVV RVV

RRR

RV^2 RRV

N3LO Higgs production  
Anastasiou, Duhr, Dulat, Herzog, Mistlberger ’15-16  

100,000 diagrams

from slides  
by Mistlberger

gives a few % precision for Higgs cross section



NNLO (relative αs2) is becoming today’s state of the art
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For many processes NNLO scale band is ~±2%  
Though only in 3/17 cases is NNLO (central) within NLO scale band…

WHAT PRECISION AT NNLO?
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The strong 
coupling: αs

(almost) all theory predictions for LHC are based on 
perturbation theory, e.g. 
σ = αsσ1 + αs2σ2 + … 
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PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)
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Figure 1.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

Bethke, Dissertori & GPS in PDG ‘16
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PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)

➤ Most consistent set of independent determinations is from lattice 

➤ Two best determinations are from same group (HPQCD, 
1004.4285, 1408.4169) 
αs(MZ) = 0.1183 ± 0.0007 (0.6%) [heavy-quark correlators] 
αs(MZ) = 0.1183 ± 0.0007 (0.6%) [Wilson loops]
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Figure 1.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

➤ Error criticised by FLAG, who 
suggest  

αs(MZ) = 0.1184 ± 0.0012(1%) 

➤ Worries include missing 
perturbative contributions, non-
perturbative effects in 3–4 
flavour transition at charm mass 
[addressed in some work], etc.
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E+E- EVENT SHAPES AND JET RATES
➤ Two “best” determinations are from same group  

(Hoang et al, 1006.3080,1501.04111) 
αs(MZ) = 0.1135 ± 0.0010 (0.9%) [thrust]  
αs(MZ) = 0.1123 ± 0.0015 (1.3%) [C-parameter]
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using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to
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thrust & “best” lattice are 4-σ apart
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FIG. 17: The smaller elongated ellipses show the experimental
39% CL error (1-sigma for αs) and best fit points for different
global data sets at N3LL′ order in the R-gap scheme and
including bottom quark mass and QED effects. The default
theory parameters given in Tab. III are employed. The larger
ellipses show the combined theoretical plus experimental error
for our default data set with 39% CL (solid, 1-sigma for one
dimension) and 68% CL (dashed).

experimental error ellipses, hence to larger uncertainties.
It is an interesting but expected outcome of the fits

that the pure experimental error for αs (the uncertainty
of αs for fixed central Ω1) depends fairly weakly on the
τ range and the size of the global data sets shown in
Fig. 17. If we had a perfect theory description then we
would expect that the centers and the sizes of the error
ellipses would be statistically compatible. Here this is
not the case, and one should interpret the spread of the
ellipses shown in Fig. 17 as being related to the theo-
retical uncertainty contained in our N3LL′ order predic-
tions. In Fig. 17 we have also displayed the combined
(experimental and theoretical) 39% CL standard error
ellipse from our default global data set which was al-
ready shown in Fig. 11a (and is 1-sigma, 68% CL, for
either one dimensional projection). We also show the
68% CL error ellipse by a dashed red line, which corre-
sponds to 1-sigma knowledge for both parameters. As
we have shown above, the error in both the dashed and
solid larger ellipses is dominated by the theory scan un-
certainties, see Eqs. (68). The spread of the error ellipses
from the different global data sets is compatible with the
1-sigma interpretation of our theoretical error estimate,
and hence is already represented in our final results.

Analysis without Power Corrections

Using the simple assumption that the thrust distribution
in the tail region is proportional to αs and that the main

αs(mZ)±(pert. error) χ2/(dof)

N3LL′ with ΩRgap
1 0.1135 ± 0.0009 0.91

N3LL′ with Ω̄MS
1 0.1146 ± 0.0021 1.00

N3LL′ without Smod
τ 0.1241 ± 0.0034 1.26

O(α3
s) fixed-order

without Smod
τ

0.1295 ± 0.0046 1.12

TABLE VII: Comparison of global fit results for our full anal-
ysis to a fit where the renormalon is not canceled with Ω̄1, a
fit without Smod

τ (meaning without power corrections with
Smod
τ (k) = δ(k)), and a fit at fixed order without power cor-

rections and log resummation. All results include bottom
mass and QED corrections.

effect of power corrections is a shift of the distribution
in τ , we have estimated in Sec. I that a 300MeV power
correction will lead to an extraction of αs from Q = mZ

data that is δαs/αs ≃ (−9 ± 3)% lower than an anal-
ysis without power corrections. In our theory code we
can easily eliminate all nonperturbative effects by set-
ting Smod

τ (k) = δ(k) and ∆̄ = δ = 0. At N3LL′ or-
der and using our scan method to determine the per-
turbative uncertainty a global fit to our default data set
yields αs(mZ) = 0.1241 ± (0.0034)pert which is indeed
9% larger than our main result in Eq. (68) which ac-
counts for nonperturbative effects. It is also interesting
to do the same fit with a purely fixed-order code, which
we can do by setting µS = µJ = µH to eliminate the
summation of logarithms. The corresponding fit yields
αs(mZ) = 0.1295±(0.0046)pert, where the displayed error
has again been determined from the theory scan which in
this case accounts for variations of µH and the numerical
uncertainties associated with ϵ2 and ϵ3. (A comparison
with Ref. [22] is given below in Sec. IX.)
These results have been collected in Tab. VII together

with the αs results of our analyses with power corrections
in the R-gap and the MS schemes. For completeness we
have also displayed the respective χ2/dof values which
were determined by the average of the maximal and the
minimum values obtained in the scan.

VIII. FAR-TAIL AND PEAK PREDICTIONS

The factorization formula (4) can be simultaneously used
in the peak, tail, and far-tail regions. To conclude the
discussion of the numerical results of our global analysis
in the tail region, we use the results obtained from this
tail fit to make predictions in the peak and the far-tail
regions.
In Fig. 18 we compare predictions from our full N3LL′

code in the R-gap scheme (solid red line) to the accurate
ALEPH data at Q = mZ in the far-tail region. As input
for αs(mZ) and Ω1 we use our main result of Eq. (68)
and all other theory parameters are set to their default
values (see Tab. III). We find excellent agreement within
the theoretical uncertainties (pink band). Key features

Comments: 
➤ thrust & C-parameter are highly correlated observables 

➤ event-shapes subject to large non-perturbative effects, 
and precision relies on accurate understanding of them 
(no consensus in the field that that’s been reached) 

➤ some groups also find small αs(MZ) from DIS (but many 
argue this is an artefact of the fit procedure)

dependence on fit range
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WHAT WAY FORWARD FOR αs?

➤ We need to settle question of whether “small” (0.113) αs is possible.  
LHC data already weighing in on this  
(top data), further info in near  
future (Z pT?)?

ATLAS-CONF-2015-049

αs(MZ)=0.113

NB: top-quark mass choice affects this plot

➤ To go beyond 1%, best hope is 
probably lattice QCD — on a 10-
year timescale, there will likely be 
enough progress that multiple 
groups will have high-precision 
determinations 

18



PARTON DISTRIBUTION 
FUNCTIONS 
(PDFS)

19

how many quarks and gluons are there  
carrying a fraction x of the proton’s momentum? 

σ ∝ fq/p(x1,μ2) fq/p(x2,μ2)

χ2

χ1



UNCERTAINTIES ON PARTONIC LUMINOSITIES — V. RAPIDITY(Y) AND MASS
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WHAT ROUTE FOR PROGRESS?

➤ Current status is 2–3% for core 
“precision” region 

➤ Path to 1% is not clear — e.g. Z pT’s 
strongest constraint is on qg lumi, 
which is already best known (why?) 

➤ It’ll be interesting to revisit the question 
once ttbar, incl. jets, Z pT, etc. have all 
been incorporated at NNLO 

➤ Can expts. get better lumi 
determination? 

➤ [is it time for PDFs to include theory 
uncertainties?]
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Up to 5% discrepancy with data 

Experimental progress on 
luminosity determination may be 

the keystone for precision physics 
at LHC.  

 
Are there hardware changes to HL-

LHC that could help with lumi 
determination?

There are, however, issues. Notably in Z production

22
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unpolarized PDF  
opportunities 
at EIC?
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especially at high Q2, large-x 

cf. also the talks by Nocera, Klein
GPS 2016-11



EIC & high-x parton distributions

➤ today’s high-x partons largely constrained  
from low-Q2 data, where higher-twist effects  
may be a concern 

➤ down/strange/gluon poorly known at large x, 
and LHC prospects for improvement not clear 

➤ could high-statistics large-x large-Q2 data from EIC bring significant improvement? 

➤ by rigorously eliminating higher-twist effects 

➤ by comparing high-precision electron-proton with electron-deuteron data 

➤ Charged-current (especially positron) data 

24

PDF4LHC15_nnlo_100 uncertainty at x = 0.5  
Q = 100 GeV

up 2.4%
down 12%

strange 140%

gluon 34%

Detailed projections of EIC potential for PDF improvements  
v. LHC physics programme would be valuable.



COMMENTS / CONCLUSIONS

➤ A big part of LHC’s physics programme (Higgs, top, dilepton, …) will involve 
precision physics 

➤ 1% is a target to keep in mind, at the edge of what is realistic today  
(recall: LHC has another 20 years to go) 

➤ Perturbative calculations are making huge progress (though much still to be done) 

➤ Some problems remain to be solved: 

➤ consensus on PDFs (& path to 1%), strong coupling 

➤ non-perturbative effects  

➤ Can EIC bring constraints on PDFs beyond what we have already from HERA? 
Perhaps at large-x? It would be good to have a clearer answer on this.
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BACKUP
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‹#›

Requirements: √s and Polarization

✴ Need to reach low-x where gluons dominate (∆G,  ∆Σ range!)
✴ Flexible energies (see also structure functions later)
✴Need sufficient lever arm in Q2 at fixed x  (evolution along Q2 or x)
✴Electrons and protons/light nuclei (p, 3He, d) highly polarized (70%)

polarized  
ep, µp, pp

Discovery region

Resolution
20 attometer

From Berndt Mueller’s talk
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JLEIC (2016) with bunched beam cooling at collision 

2015 MEIC 
Design Report 

2016 JLEIC 
Baseline Update 

27 

New	Baseline	(2016)	

Old	Baseline	(2015)	

From Rik Yoshida’s talk



EXPERIMENTAL PERSPECTIVES
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!
Generate pseudo-data for the transverse momentum distribution of Z bosons decaying into leptons!
 Statistical uncertainties determined from number of events per bin, after a binning optimisation!
Added a 2% systematic uncertainty to the statistical uncertainty

Juan Rojo                                                                                                                      HL-LHC workshop, CERN, 13/05/2015
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Generation of pseudo-data: the Z pt

PRELIMINARY
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Juan Rojo                                                                                                                      HL-LHC workshop, CERN, 13/05/2015
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!
Generate pseudo-data for the invariant mass distribution of di-electrons and di-muons!
 Statistical uncertainties determined from number of events per bin, after a binning optimisation!
Added a 2% systematic uncertainty to the statistical uncertainty

Generation of pseudo-data: high-mass Drell-Yan

PRELIMINARY
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!
Generate pseudo-data for the invariant mass distribution in the leptonic final state!
 Statistical uncertainties determined from number of events per bin, after a binning optimisation!
Added a 3% systematic uncertainty to the statistical uncertainty

Juan Rojo                                                                                                                      HL-LHC workshop, CERN, 13/05/2015

Generation of pseudo-data: top quark pair
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Z PT: the “ideal” 
hard process?

For both data and theory, Z pT is  
an immediate testing ground for 1% effects. 
(& unlike Z & W prodn it’s sensitive to αs)

33
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Z pT: uncertainties somewhat smaller for ATLAS than CMS
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6 7 Results
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Figure 1: Relative uncertainties in percent of the normalised fiducial cross section measure-
ment. Each plot shows the qT dependence in the indicated ranges of |y|.
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Figure 2: Relative uncertainties in percent of the absolute fiducial cross section measurement.
The 2.6% uncertainty in the luminosity is not included. Each plot shows the qT dependence in
the indicated ranges of |y|.

five bins in |y| and the last plot shows the qT dependence integrated over |y|. In the bottom
panels the ratio of the FEWZ prediction to data is shown. The vertical error bars represent the
statistical uncertainties of data and simulation. The red-hatched bands drawn at the points
represent the systematic uncertainties of the measurement only. The scale uncertainties are
indicated by the grey-shaded areas and the PDF uncertainties by the light-hatched bands. The
scale uncertainties are estimated from the envelope of the following combinations of variations
of the factorisation µF and the renormalisation µR scales: (2µF,2µR), (0.5µF,0.5µR), (2µF,µR),
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Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.

matrix, which connects the p``T distribution at reconstruction and particle levels is estimated using the
Powheg+Pythia signal MC sample.

3.6 Systematic uncertainties

The principal sources of uncertainty on the measurements are discussed, as well as the degree to which
these uncertainties are taken as correlated (between bins in �⇤⌘ or p``T , or between the electron-pair and
muon-pair channels) when combining the electron-pair and muon-pair results and in quoting the final
results. Figure 4 provides a summary of the uncertainties arising from data statistics, mis-modelling of
the detector, background processes, and of the MC signal samples used to correct the data. These are
given for both the electron (dressed level) and muon (bare level) channels as a function of �⇤⌘ and p``T for
events with 66 GeV < m`` < 116 GeV and |y``| < 2.4.

12



(CT14)

Z pT: Data v. two theory calculations

NLO NNLO Boughezal, Liu & Petriello  
’16 preliminary 

Figure 5. The inclusive dilepton cross section for the same m`` bins as in Figure 4 and with
a rapidity cut on the Z boson of |yZ | < 2.4. The experimental data is taken from the ATLAS
analysis in Ref. [15]. The ticks on the vertical error bands denote the systematic uncertainty from
the measurement, the vertical bars without the ticks are the luminosity uncertainty only. The blue
bands show the NNLO prediction with scale uncertainty.
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Figure 6. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The green bands denote the NLO prediction with scale
uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
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NLO NNLO

50

NNLO ~ ±1.5 %
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REMARKS

➤ Looks like scale uncertainties are ±1–2% 
(but how well does series converge?) 

➤ In key 50–100 GeV region, data seem 
~4% higher than NNLO theory 

➤ This could have important implications 
for αs and PDFs (smaller αs will not 
help!) 

➤ What about non-perturbative effects?

NB: both calcn use a central scale  

An alternative 

would seem more consistent with  
choices being made elsewhere  

(and might show better convergence?)

µ =
q

m2
Z + p2T,Z

µ =
1

2

⇣
pT,Z +

q
m2

Z + p2T,Z

⌘

Figure 5. The inclusive dilepton cross section for the same m`` bins as in Figure 4 and with
a rapidity cut on the Z boson of |yZ | < 2.4. The experimental data is taken from the ATLAS
analysis in Ref. [15]. The ticks on the vertical error bands denote the systematic uncertainty from
the measurement, the vertical bars without the ticks are the luminosity uncertainty only. The blue
bands show the NNLO prediction with scale uncertainty.
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Figure 6. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The green bands denote the NLO prediction with scale
uncertainty and the blue bands show the NNLO prediction with scale uncertainty.

– 8 –

Double-differential: d�/dpZT binned in m`` — ATLAS
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I significant improvement in theory vs. data comparison
I reduction of scale uncertainties

12/13
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Non-perturbative effects in Z pT
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MC hadronisation

0% MC hadronisation does not imply 
absence of non-perturbative effects

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ It seems size of effect can’t be probed by 
turning MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 
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Non-perturbative effects in Z pT
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Non-perturbative effects in Z pT
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Non-perturbative effects in Z pT
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Non-perturbative effects in Z pT
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�

impact of 0.5 GeV shift of Z pT

0.5 GeV is perhaps conservative(?) 
Suggests up to 2% effects could be 

present.

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ Size of effect can’t be probed by turning 
MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen

41A conceptually similar problem is present for the W momentum in top decays



Multi-Parton Interactions?
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➤ Naively, you’d expect these are not 
correlated with Z pT — but in at least 
one MC (Pythia 6) switching them on/
off changes distribution by O(1%)

MPI

Why is there any effect  
at all from MPI? 

Side-effect of colour reconnections?

0.5‒1%
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THE JET IN Z+JET @ NNLO

FIG. 4. Plots of the pseudorapidity distribution of the leading jet for both 8 TeV and 13 TeV

collisions. In each plot the upper inset shows the LO, NLO and NNLO distributions, while the

lower inset shows KNLO and KNNLO. The bands indicate the scale variation.

reconstructed Z-boson. Both the NLO and NNLO corrections are nearly completely flat

as a function of Y Z . Both the magnitudes of the corrections, and the theoretical error as

estimated by scale variation, are the same as for the fiducial cross sections shown in Table I.

FIG. 5. Plots of the Z-boson rapidity distribution for both 8 TeV and 13 TeV collisions. In each

plot the upper inset shows the LO, NLO and NNLO distributions, while the lower inset shows

KNLO and KNNLO. The bands indicate the scale variation.

We now proceed to study the distributions of the leptons coming from the decay of

the Z-boson. We order the leptons in transverse momentum, and begin by studying the

harder one, which we label with the superscript h. The transverse momentum distribution

8

III. NUMERICAL RESULTS

We begin by discussing the fiducial cross sections for both 8 TeV and 13 TeV collisions

using the cuts in Eq. (3). For all cross sections in this section we use CT14 PDFs. Results

for other PDF choices are given in the next section. The LO, NLO, and NNLO 1-jet

cross sections, as well as the K-factors KNLO = �NLO/�LO and KNNLO = �NNLO/�NLO, are

presented in Table I. For both energies there is an approximately 60% increase of the cross

section in going from LO to NLO, with a slightly larger correction occurring for
p
s = 13

TeV. The NNLO corrections are smaller, and increase the NLO result by only 4% for the

central scale choice. This indicates the good convergence of QCD perturbation theory for

the fiducial cross section. The residual errors as estimated by scale variation decrease from

the approximately 10% level at NLO to the percent level at NNLO.

�LO (pb) �NLO (pb) �NNLO (pb) KNLO KNNLO

8 TeV 4.17+0.55
�0.47 6.59+0.62

�0.53 6.86+0.01
�0.13 1.58 1.04

13 TeV 9.12+0.88
�0.79 14.90+1.29

�1.06 15.54+0.01
�0.24 1.63 1.04

TABLE I. Fiducial cross sections for the Z+jet process for 8 TeV and 13 TeV collisions, using

the cuts of Eq. (3). The scale errors are shown for the LO, NLO and NNLO cross sections. The

K-factors are shown for the central scale choice.

We now start our study of di↵erential distributions in the Z+jet process with the trans-

verse momentum distribution of the Z-boson. The results for both 8 TeV and 13 TeV

collisions are shown in Fig. 1. The NLO corrections decrease from a maximum of 60% for

pZT in the range 200-300 GeV to 40% for pZT ⇡ 1 TeV. The NNLO corrections increase as the

transverse momentum of the Z-boson is increased, rising to a maximum of 15% at pZT ⇡ 1

TeV. The K-factors for 8 TeV and 13 TeV collisions exhibit similar dependence on pZT . Upon

inclusion of the NNLO corrections the scale dependence decreases to the ±2�3% level. The

behavior of the cross section near pZT = 100 GeV has been observed for the W+jet process

as well [8]. The leading-jet transverse momentum restriction pJ1T > 100 GeV implies that

at LO, pTZ > 100 GeV. This restriction is relaxed at NLO. Near this kinematic boundary

the cross section is sensitive to soft-gluon radiation, leading to the large corrections seen in

Fig. 1.

We next consider the transverse momentum distribution of the leading jet in Fig. 2. The

5

Boughezal, Liu & Petriello, 1602.08140

1-jet cross sections

➤ NNLO K-factor is a few% 

➤ Residual scale uncertainty <2%
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Z+jet production at NNLO A. Huss
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Figure 1: The transverse momentum (left) and rapidity (right) distribution of the leading jet in inclusive
Z + jet production in pp collisions with

p
s = 8 TeV. The absolute distributions at LO (blue), NLO (green),

and NNLO (red) are shown in the top panels. The bottom frames display the ratios of different perturbative
orders: NLO to LO (turquoise) and NNLO to NLO (mauve).

Figure 2 shows the transverse momentum (left) and rapidity (right) distribution of the Z boson.
An interesting structure around pZ

T ⇡ 30 GeV is observed in the transverse momentum distribution.
This is the well-known Sudakov shoulder phenomenon [10], where the indirect constraint on the
leading-order process, pZ

T > 30 GeV, is alleviated by real-radiation corrections at higher orders. At
larger transverse momenta, the NNLO corrections increase the prediction by approximately 1%.
The rapidity of the Z boson is shown in the right plot of Fig. 2. The NLO and NNLO corrections
are the largest in the forward/backward region where they can reach corrections of up to ⇠ 90%
and ⇠ 20%, respectively. In the central region, the NNLO corrections are very small with a reduced
scale dependence.

In the differential distributions, we observe that the corrections are not always uniform. This
implies that a rescaling of lower-order predictions is insufficient for precision applications.

3. Inclusive Z-boson production at high transverse momentum

A particularly interesting observable is the transverse momentum of the Z boson, which is
caused by partonic recoil and is thus determined by QCD dynamics. One of the main motivations
to study this observable, in particular multi-differentially, is its sensitivity to the gluon distribution
which is still poorly constrained at high x values. It is important to note that predictions which
are accurate to NNLO in QCD for the inclusive Z-boson production cross section are only NLO-
accurate in this observable due to the aforementioned partonic recoil. ATLAS and CMS both
observed a tension between their measurements and existing NLO QCD predictions, highlighting
the potential importance of higher order corrections to this process.

2

Gehrmann-De Ridder et al, 1607.01749



Hadronisation: Jet v. Z in Z+jet process
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POWERFUL HANDLE: EXPLORE A RANGE OF JET RADII

3 effects: 

➤ perturbative (~ ln R) 
➤ hadronisation (~ 1/R) 
➤ MPI/UE (~ R2) 

To disentangle them, need ≥3 R 
values: 

➤ 0.6–0.7: large MPI/UE 
➤ 0.4: non-pert. effects cancel? 
➤ 0.2–0.3: large hadronisation
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Figure 19. Comparison between a range of theoretical predictions for the inclusive jet cross-
section ratio and data from ATLAS at

p
s = 7TeV [26]. The left-hand column shows NLO-based

comparisons, while the right-hand one shows NNLO(R)-based comparisons. Rectangular boxes
indicate our estimated systematic uncertainties on the data points, while the errors bars correspond
to the statistical uncertainties. Note that these estimates are known to be incomplete, insofar as
the information provided by the ATLAS collaboration on its results is not intended to be used for
the determination of uncertainties on cross section ratios at di↵erent radii.

1%.

Concerning the experimental results, the central value of the ratio can be obtained

directly from the ATLAS data at the two R values. However the ATLAS collaboration has

not provided information on the uncertainties in the ratio. It has provided information [71]

to facilitate the determination of correlations between pt and rapidity bins, specifically

10000 Monte Carlo replicas of their data to aid in estimating statistical correlations, as

well as a breakdown of systematic uncertainties into O (70) sources that are individually

100% correlated across bins and totally uncorrelated with each other. The information is

presented in a format such that, technically, it can also be used to estimate the uncertainties

in the ratio of cross section for two R values. However, we have been advised by the ATLAS

collaboration that the degree of correlation between systematic uncertainties at di↵erent

R values is not well known. Accordingly, we label the uncertainties obtained in this way

as “approx. uncert.” to emphasise that we do not have full knowledge of the experimental

uncertainties in the ratio and that they are potentially larger than our estimate.

Keeping in mind this caveat, we show in Fig. 19 a comparison between various theo-

retical predictions for the cross section ratio at R = 0.4 relative to R = 0.6, together with

the experimental data. One sees overall very good agreement with both the NNLOR and

NNLO+LLR-based results, and substantially worse accord with NLO-based predictions

(albeit consistent with pure NLO and NLO-mult. within their larger uncertainties).

– 30 –

45

Dasgupta, Dreyer, GPS  
& Soyez, 1602.01110



NNLOR & small-R resummation 

➤ to explore full R-range, need 
resummation as well
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Figure 5. Left: comparison of the NLO, NNLOR and NNLOR-mult. results for the inclusive jet
cross section for pt > 100GeV, as a function of R, normalised to the LO result. Right, corresponding
comparison of NLO, NNLOR and NNLOR+LLR together with the central curve for NNLOR+LLR

whenR0 is increased to 1.5. In both plots, for the NNLOR-mult. and NNLOR+LLR results the scale-
dependence has been evaluated separately in the normalisation and fragmentation contributions and
added in quadrature to obtain the final uncertainty band.

4.3 Results at NNLOR and NNLOR+LLR

Let us start by examining the NNLOR result, shown versus R as the purple band in Fig. 5

(left), together with the NNLOR-mult. results using Eq. (4.3) and the NLO band. One sees

that the R dependence of the NNLOR result is steeper than in the NLO result, especially

for R & 0.2. This pattern is qualitatively in line with one’s expectations from Fig. 2 (right)

and will hold also for the full NNLO calculation, which di↵ers from NNLOR only by an

R-independent (but pt and scale-dependent) additive constant. The point of intersection

between the NLO and NNLOR results, at R = 1, is instead purely a consequence of our

choice of Rm = 1 in Eq. (4.4). Thus at R = 1, both the central value and scale dependence

are by construction identical to those from the NLO calculation.

The left-hand plot of Fig. 5 also shows the NNLOR-mult. result. Relative to what we

saw when comparing NLO and NLO-mult., the most striking di↵erence here is the much

better agreement between NNLOR and NNLOR-mult., with the two generally coinciding

10Despite this statement, one may wish to examine the robustness of conclusions with respect to di↵erent

possibles values of �2(Rm). This is the subject of section 4.4.
11Another potential choice that we did not investigate is to take the averaged pt of the two hardest jets.

As long as the jets are obtained with a clustering radius ⇠ 1 such a choice is to be expected to be good

at minimising the impact both of initial-state and final-state radiation, whereas our pt,max choice has some

sensitivity to initial-state radiation.

– 13 –
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At R=0.4, NNLO corrections are 15% 
(up to 30% for R=0.2, where resummation also needed) 

If we’re to reach 1% accuracy for jet 
processes, NNLO may not be enough



 VH prodution at large m(VH)
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WH at large Q2 with dim-6 BSM effect
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new physics isn’t just a 
single number that’s wrong 

(think g-2) 

but rather a distinct scaling 
pattern of deviation (~ pT2) 

moderate and high pT’s 
have similar statistical 

significance — so it’s useful 
to understand whole pT 

range

GPS 2016-10

Precision buys us 
kinematic reach to 
establish scaling 

pattern of  any 
deviationcf also Wulzer et al, arXiv:1609.08157



CMS Z pT uncertainties (normalised to total fiducial)
6 7 Results
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Figure 1: Relative uncertainties in percent of the normalised fiducial cross section measure-
ment. Each plot shows the qT dependence in the indicated ranges of |y|.

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

 (8TeV)-119.7 fbCMS

| < 0.4y|

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

 (8TeV)-119.7 fbCMS

| < 0.8y0.4 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

4
 (8TeV)-119.7 fbCMS

| < 1.2y0.8 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
 (8TeV)-119.7 fbCMS

| < 1.6y1.2 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

1

2

3

4

5

6
 (8TeV)-119.7 fbCMS

| < 2y1.6 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

 (8TeV)-119.7 fbCMS

(Z)| < 2y0 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

Figure 2: Relative uncertainties in percent of the absolute fiducial cross section measurement.
The 2.6% uncertainty in the luminosity is not included. Each plot shows the qT dependence in
the indicated ranges of |y|.

five bins in |y| and the last plot shows the qT dependence integrated over |y|. In the bottom
panels the ratio of the FEWZ prediction to data is shown. The vertical error bars represent the
statistical uncertainties of data and simulation. The red-hatched bands drawn at the points
represent the systematic uncertainties of the measurement only. The scale uncertainties are
indicated by the grey-shaded areas and the PDF uncertainties by the light-hatched bands. The
scale uncertainties are estimated from the envelope of the following combinations of variations
of the factorisation µF and the renormalisation µR scales: (2µF,2µR), (0.5µF,0.5µR), (2µF,µR),
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ATLAS Z pT uncertainties (normalised to total fiducial)
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Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.

matrix, which connects the p``T distribution at reconstruction and particle levels is estimated using the
Powheg+Pythia signal MC sample.

3.6 Systematic uncertainties

The principal sources of uncertainty on the measurements are discussed, as well as the degree to which
these uncertainties are taken as correlated (between bins in �⇤⌘ or p``T , or between the electron-pair and
muon-pair channels) when combining the electron-pair and muon-pair results and in quoting the final
results. Figure 4 provides a summary of the uncertainties arising from data statistics, mis-modelling of
the detector, background processes, and of the MC signal samples used to correct the data. These are
given for both the electron (dressed level) and muon (bare level) channels as a function of �⇤⌘ and p``T for
events with 66 GeV < m`` < 116 GeV and |y``| < 2.4.
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WHAT ROUTE FOR PROGRESS?

➤ Current status is 2–3% for core 
“precision” region 

➤ Path to 1% is not clear — e.g. Z pT’s 
strongest constraint is on qg lumi, 
which is already best known (why?) 

➤ It’ll be interesting to revisit the question 
once ttbar, incl. jets, Z pT, etc. have all 
been incorporated at NNLO 

➤ Can expts. get better lumi 
determination? 

➤ [is it time for PDFs to include theory 
uncertainties?]
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FIG. 4. Cross section as a function of center-of-mass energy (left), Higgs transverse momentum distribution (center) and Higgs
rapidity distribution (right).

�(13 TeV) [pb] �(14 TeV) [pb] �(100 TeV) [pb]

LO 4.099+0.051
�0.067 4.647+0.037

�0.058 77.17+6.45
�7.29

NLO 3.970+0.025
�0.023 4.497+0.032

�0.027 73.90+1.73
�1.94

NNLO 3.932+0.015
�0.010 4.452+0.018

�0.012 72.44+0.53
�0.40

N3LO 3.928+0.005
�0.001 4.448+0.006

�0.001 72.34+0.11
�0.02

TABLE I. Inclusive cross sections at LO, NLO, NNLO and
N3LO for VBF Higgs production. The quoted uncertainties
correspond to scale variations Q/2 < µR, µF < 2Q, while
statistical uncertainties are at the level of 0.2h.

order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The

VECTOR-BOSON FUSION → HIGGS

➤ double DIS approximation is powerful tool for 
VBF, using structure functions for the W/Z 
production (Han, Valencia & Willenbrock 1992, 
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Exact in “QCD1 ⊗ QCD2”  
Non-trivial real-world corrections believed < 1%
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rapidity distribution (right).
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order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The



VBF with cuts on jets: Projection to Born method

(a) Born VBF process

two loop

passed to analysis
projected momentum,

original momentum,

H

W,Z

W,Z

+

double−real counterevent

one−loop single−real counterevent

integrated over

double real

one−loop single real

+ −

+ −

(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real

+ +

Cacciari, Dreyer, Karlberg, GPS & Zanderighi, 1506.02660  
Exact in “QCD1 ⊗ QCD2”

using VBF 3-jet @ NLO from Jäger, Schissler & Zeppenfeld, 1405.6950 
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to 8% effect 

 
Almost all of 
which comes 
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fragmen- 
tation
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(with VBF 
cuts) 
 

NNLO is  
1% effect

PARTIAL CALCULATION:  
INCLUSIVE PART ONLY

note  
different  
scales

NNLO: 8%NNLO: 1%
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2 KINDS OF EFFECT IN SUCH PROCESSES ?

➤ “Inclusive” correction to process as a whole (insofar as this is meaningful) 

➤ corrections related to jet fragmentation 

Can we make such a distinction meaningful?
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Can we examine same idea in other contexts? E.g. inclusive jet spectrum

➤ There is no way of defining the “inclusive” part in most cases 

➤ But there are arguments that for a jet radius Rm ≃ 1, ISR and FSR  
effects mostly cancel each other  [Soyez, 1006.3634] 

➤ So try looking at effect of NNLO corrections relative to Rm = 1  
[can be done with NLO 3-jet calcn from NLOJET++]

It di↵ers from �NNLO only by terms beyond NNLO.

As in section 3.1, in Eqs. (4.1)–(4.3) we advocate varying scales separately in the

normalisation and fragmentation factors, and also studying the R0 dependence of the final

result.

4.2 A stand-in for NNLO: NNLOR

We have seen in section 2.2 that NNLO terms of the form ↵2
s ln 1/R

2 that are not accounted

for in our LLR calculation can be large. Insofar as they are known, they should however

be included in phenomenological studies. This specific class of terms can be taken into

account in the context of a stand-in for the full NNLO calculation which contains the exact

NNLO R dependence and that we refer to as NNLOR. It is constructed as follows:

�NNLOR(R,Rm) ⌘ �0 + �1(R) + [�2(R)� �2(Rm)], (4.4)

which depends on an arbitrary angular scale Rm. Though neither �2(R) nor �2(Rm) can

be fully determined currently, their di↵erence can be obtained from the same NLO 3-jet

calculation that was used to examine �1+2(pt, R,Rref) in Fig. 2 (right).

Since the full NNLO result has the property

�NNLO(R) = �NNLOR(R,Rm) + �2(Rm) , (4.5)

the use of �NNLOR(R,Rm) instead of �NNLO(R) is equivalent to the assumption that �2(Rm)

vanishes. In practice we will take Rm = 1, independently of pt.

One point to be aware of is that �NNLOR(R,Rm) and �NNLO(R) have parametrically

di↵erent scale dependence. On one hand, the �2(R) term in �NNLO(R) fully cancels the

(relative) O �
↵2
s

�
scale variation that is left over from �0 and �1, leaving just O �

↵3
s

�
depen-

dence. On the other, in �NNLOR(R,Rm) the use of the �2(R) � �2(Rm) means that some

residual O �
↵2
s

�
dependence is left over. In particular, for R = Rm the scale dependence

is identical to that at NLO. Accordingly, when estimating higher-order uncertainties in

studies that use NNLOR results, we do not explicitly need to vary Rm, since the O �
↵2
s

�

uncertainty that it brings should already be accounted for in the scale variation.10

Our central scale choice for any given event will be µ0 = pR=1
t,max, the transverse mo-

mentum of the hardest jet in the event as clustered with R = 1. This is analogous to the

choice of pt,max used at NLO, except that at NNLO one needs to explicitly specify R since

pt,max can depend on the jet clustering. The logic for taking pt,max at a fixed jet radius

of 1, independently of the R used in the clustering for the final jet spectrum, is that one

obtains a unique scale for the event as a whole and avoids mixing scale-variation e↵ects

with R dependence.11

– 12 –

NLO R-dependent piece of  
NNLO, relative to Rm

➤ Full NNLO will have an additional NNLO term associated with the effective K-factor 
for the “inclusive” piece — we miss that part (and unlike VBF, it may not be small)

Dasgupta, Dreyer, GPS  
& Soyez, 1602.01110
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HIGGS JET VETO @ N3LO + NNLL
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Anastasiou, Duhr, Dulat, Herzog & Mistlberger 1503.06056 

Boughezal, Caola, Melnikov, Petriello & Schulze 1504.07922 

Banfi, Caola, Dreyer, Monni, GPS, Zanderighi & Dulat  
1511.02886 

➤ N3LO effects at 2–4% 

➤ Residual uncertainty up to 4% (fairly 
conservative estimate)
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HIGGS JET VETO @ N3LO + NNLL

Σ 0
-j

et
(p

t,
ve

to
) 

[p
b
]

N3LO+NNLL+LLR v. N3LO jet veto cross section

N3LO

N3LO+NNLL+LLR
 15

 20

 25

 30

 35

 40

 45

20 30 50 70 100 150

ra
ti

o
 t

o
 N

3
LO

+
N

N
LL

+
LL

R

pt,veto [GeV]

 0.8

 0.9

 1

 1.1

 1.2

20 30 50 70 100 150

pp 13 TeV, anti-kt R = 0.4
Finite mt,b, µ0 = Q0 = mH/2, R0 = 1.0, JVE

PDF4LHC15 (NNLO), αs = 0.118

Anastasiou, Duhr, Dulat, Herzog & Mistlberger 1503.06056 

Boughezal, Caola, Melnikov, Petriello & Schulze 1504.07922 
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1511.02886 

➤ N3LO effects at 2–4% 

➤ Residual uncertainty up to 4% (fairly 
conservative) 

➤ rather stable (~2%) wrt jet-pT 
resummation effects 
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how good is resummation at finite pt?

➤ Resummation is designed for pt≪mH,  

➤ At what point does it actually 
become relevant?  

➤ From figure, for pt/mH ~ 0.4 it 
already captures 70% of fixed order
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THE JET IN Z+JET @ NNLO

FIG. 4. Plots of the pseudorapidity distribution of the leading jet for both 8 TeV and 13 TeV

collisions. In each plot the upper inset shows the LO, NLO and NNLO distributions, while the

lower inset shows KNLO and KNNLO. The bands indicate the scale variation.

reconstructed Z-boson. Both the NLO and NNLO corrections are nearly completely flat

as a function of Y Z . Both the magnitudes of the corrections, and the theoretical error as

estimated by scale variation, are the same as for the fiducial cross sections shown in Table I.

FIG. 5. Plots of the Z-boson rapidity distribution for both 8 TeV and 13 TeV collisions. In each

plot the upper inset shows the LO, NLO and NNLO distributions, while the lower inset shows

KNLO and KNNLO. The bands indicate the scale variation.

We now proceed to study the distributions of the leptons coming from the decay of

the Z-boson. We order the leptons in transverse momentum, and begin by studying the

harder one, which we label with the superscript h. The transverse momentum distribution

8

III. NUMERICAL RESULTS

We begin by discussing the fiducial cross sections for both 8 TeV and 13 TeV collisions

using the cuts in Eq. (3). For all cross sections in this section we use CT14 PDFs. Results

for other PDF choices are given in the next section. The LO, NLO, and NNLO 1-jet

cross sections, as well as the K-factors KNLO = �NLO/�LO and KNNLO = �NNLO/�NLO, are

presented in Table I. For both energies there is an approximately 60% increase of the cross

section in going from LO to NLO, with a slightly larger correction occurring for
p
s = 13

TeV. The NNLO corrections are smaller, and increase the NLO result by only 4% for the

central scale choice. This indicates the good convergence of QCD perturbation theory for

the fiducial cross section. The residual errors as estimated by scale variation decrease from

the approximately 10% level at NLO to the percent level at NNLO.

�LO (pb) �NLO (pb) �NNLO (pb) KNLO KNNLO

8 TeV 4.17+0.55
�0.47 6.59+0.62

�0.53 6.86+0.01
�0.13 1.58 1.04

13 TeV 9.12+0.88
�0.79 14.90+1.29

�1.06 15.54+0.01
�0.24 1.63 1.04

TABLE I. Fiducial cross sections for the Z+jet process for 8 TeV and 13 TeV collisions, using

the cuts of Eq. (3). The scale errors are shown for the LO, NLO and NNLO cross sections. The

K-factors are shown for the central scale choice.

We now start our study of di↵erential distributions in the Z+jet process with the trans-

verse momentum distribution of the Z-boson. The results for both 8 TeV and 13 TeV

collisions are shown in Fig. 1. The NLO corrections decrease from a maximum of 60% for

pZT in the range 200-300 GeV to 40% for pZT ⇡ 1 TeV. The NNLO corrections increase as the

transverse momentum of the Z-boson is increased, rising to a maximum of 15% at pZT ⇡ 1

TeV. The K-factors for 8 TeV and 13 TeV collisions exhibit similar dependence on pZT . Upon

inclusion of the NNLO corrections the scale dependence decreases to the ±2�3% level. The

behavior of the cross section near pZT = 100 GeV has been observed for the W+jet process

as well [8]. The leading-jet transverse momentum restriction pJ1T > 100 GeV implies that

at LO, pTZ > 100 GeV. This restriction is relaxed at NLO. Near this kinematic boundary

the cross section is sensitive to soft-gluon radiation, leading to the large corrections seen in

Fig. 1.

We next consider the transverse momentum distribution of the leading jet in Fig. 2. The

5

Boughezal, Liu & Petriello, 1602.08140

1-jet cross sections

➤ NNLO K-factor is 4% 

➤ Residual scale uncertainty <2%
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HIGGS JET VETO @ N3LO + NNLL
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➤ N3LO effects at 2–4% 

➤ Residual uncertainty up to 4% (fairly 
conservative estimate)
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HIGGS JET VETO @ N3LO + NNLL
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➤ N3LO effects at 2–4% 

➤ Residual uncertainty up to 4% (fairly 
conservative) 

➤ rather stable (~2%) wrt jet-pT 
resummation effects 
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NNLOR & small-R resummation 

➤ to explore full R-range, need 
resummation as well

�(R) = �(R
0

= 1)⇥ ratio(R,R
0

)

fixed-order + LLR
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NNLOR & small-R resummation 

➤ to explore full R-range, need 
resummation as well

�(R) = �(R
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NLL SMALL-R TERMS
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