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In discussing LHC physics we often mention “BIG” motivations

Dark matter 

Fine-tuning (e.g. SUSY and similar) 

Flavour-asymmetry of the universe 

[…] 

The field has made enormous progress in excluding parameter space 
(and finding reliable ways of communicating what has been excluded) 

But if we ask “will the LHC solve these problems?”  
there’s no way we can guarantee a positive answer
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Discovery potential: (now → HL-LHC) > (run I → now)
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[preliminary plot]

Z’ exclusion reach v. lumi

Today 
➤ 20 fb-1 @ 8 TeV 
➤ 13 fb-1 @ 13 TeV (results) 

Future 
➤ 2018: 100 fb-1 @ 13 TeV 
➤ 2023: 300 fb-1 @ 1? TeV 
➤ 2035: 3000 fb-1 @ 14 TeV 

1 fb-1 = 1014 collisions



Not clear that dark matter is “standard” WIMP-like

[…] Standard cosmological 
[… simulations with] dark 
matter halos […] do not 
naturally lead to realistic 
galaxies [44, 46]. 
Complicated […] “feedback” 
must be invoked […] 
Whether such processes can 
satisfactorily explain the 
radial acceleration relation 
and its small scatter remains 
to be demonstrated [47, 48].  

PRL117, 201101 (2016)
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FIG. 3. The centripetal acceleration observed in rotation
curves, g

obs

= V 2/R, is plotted against that predicted for
the observed distribution of baryons, g

bar

= |@�
bar

/@R| in
the upper panel. Nearly 2700 individual data points for 153
SPARC galaxies are shown in grayscale. The mean uncer-
tainty on individual points is illustrated in the lower left cor-
ner. Large squares show the mean of binned data. Dashed
lines show the width of the ridge as measured by the rms in
each bin. The dotted line is the line of unity. The solid line
is the fit of eq. 4 to the unbinned data using an orthogonal-
distance-regression algorithm that considers errors on both
variables. The inset shows the histogram of all residuals and
a Gaussian of width � = 0.11 dex. The residuals are shown
as a function of g

obs

in the lower panel. The error bars on the
binned data are smaller than the size of the points. The solid
lines show the scatter expected from observational uncertain-
ties and galaxy to galaxy variation in the stellar mass-to-light
ratio. This extrinsic scatter closely follows the observed rms
scatter (dashed lines): the data are consistent with negligible
intrinsic scatter.

Nevertheless, the radial acceleration relation persists
for all galaxies of all types. Some galaxies only probe the
high acceleration regime while others only probe the low
end (Fig. 2). The outer regions of high surface brightness
galaxies map smoothly to the inner regions of low surface
brightness galaxies. These very di↵erent objects evince
the same mass discrepancy at the same acceleration. In-
dividual galaxies are indistinguishable in Fig. 3.

TABLE I. Scatter Budget for Acceleration Residuals

Source Residual

Rotation velocity errors 0.03 dex

Disk inclination errors 0.05 dex

Galaxy distance errors 0.08 dex

Variation in mass-to-light ratios 0.06 dex

HI flux calibration errors 0.01 dex

Total 0.12 dex

Figure 3 combines and generalizes four well-established
properties of rotating galaxies: flat rotation curves in the
outer parts of spiral galaxies [1, 2]; the “conspiracy” that
spiral rotation curves show no indication of the tran-
sition from the baryon-dominated inner regions to the
outer parts that are dark matter-dominated in the stan-
dard model [35]; the Tully-Fisher [3] relation between the
outer velocity and the inner stellar mass, later general-
ized to the stellar plus atomic hydrogen mass [4]; and the
relation between the central surface brightness of galaxies
and their inner rotation curve gradient [37–39].
It is convenient to fit a function that describes the data.

The function [40]

g
obs

= F(g
bar

) =
g
bar

1� e�
p

gbar/g†
(4)

provides a good fit. The one fit parameter is the acceler-
ation scale, g†, where the mass discrepancy becomes pro-
nounced. For our adopted ⌥?, we find g† = 1.20 ± 0.02
(random) ±0.24 (systematic) ⇥10�10 ms�2. The ran-
dom error is a 1� value, while the systematic uncertainty
represents the 20% normalization uncertainty in ⌥?.
Equation 4 provides a good description of ⇠2700 in-

dividual data points in 153 di↵erent galaxies. This is a
rather minimalistic parameterization. In addition to the
scale g†, eq. 4 implicitly contains a linear slope at high
accelerations and g

obs

/ p
g
bar

at low accelerations. The
high end slope is sensible: dark matter becomes negligi-
ble at some point. The low end slope of the data could
in principle di↵er from that implicitly assumed by eq. 4,
but if so there is no indication in these data.
Residuals from the fit are well described by a Gaussian

of width 0.11 dex (Fig. 3). The rms scatter is 0.13 dex
owing to the inevitable outliers. These are tiny num-
bers by the standards of extragalactic astronomy. The
intrinsic scatter in the relation must be smaller still once
scatter due to errors are accounted for.
There are two types of extrinsic scatter in the radial

acceleration relation: measurement uncertainties and
galaxy to galaxy variation in ⌥?. Measurement uncer-
tainties in g

obs

follow from the error in the rotation veloc-
ities, disk inclinations, and galaxy distances. The mean
contribution of each is given in Table I. Intrinsic scatter
about the mean mass-to-light ratio is anticipated to be
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THIS TALK?

What important questions can LHC answer? 

Precision, as a requirement needed in  
order to address some of them. 

[& at the end a few remarks on searches]
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STANDARD MODEL — KNOWABLE UNKNOWNS
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This is what you get when you buy one 
of those famous CERN T-shirts



STANDARD MODEL — KNOWABLE UNKNOWNS

7

This is what you get when you buy one 
of those famous CERN T-shirts

“understanding” = knowledge  ?
“understanding” = assumption ?



GAUGE-MATTER PART
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e.g. Zqq, qqg interactions — well 
established in DIS, e+e–, pp  

≡ KNOWLEDGE 

(also being studied at LHC — e.g. 
jets, DY/Z/W, V+jets, ttbar, etc.)



PURE GAUGE
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e.g. ZWW, 3-gluon interactions — well 
established at LEP ≡ KNOWLEDGE 

& also being studied at LHC: TGCs



PURE GAUGE

9

e.g. ZWW, 3-gluon interactions — well 
established at LEP ≡ KNOWLEDGE 

& also being studied at LHC: TGCs

We’ve seen gauge sectors work 
over and over again 

→ gives us the illusion there’s 
nothing left to do in SM physics



HIGGS BOSON

10

LEP precision made it compelling,  
LHC discovered it 
≡ KNOWLEDGE

it behaves in every way like a scalar  
≡ KNOWLEDGE

is it fundamental/pointlike? 
to find out need  

~ high-pT/offshell Higgses 
→ data barely sensitive… 



HIGGS BOSON
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LEP precision made it compelling,  
LHC discovered it 
≡ KNOWLEDGE

it behaves in every way like a scalar  
≡ KNOWLEDGE

is it fundamental/pointlike? 
to find out need  

~ high-pT/offshell Higgses 
→ data barely sensitive… 

Novelty? If fundamental, very 
(the only fundamental scalar we know of)



GAUGE-HIGGS INTERACTIONS
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Definitely non-zero. 
H→ZZ, H→WW, VBF 

(would require “conspiracy” of couplings  
in order to be substantially different) 

≡ PROBABLY TRUE

Parameter value norm. to SM prediction
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Figure 8: Best fit values of the �(gg ! H ! ZZ) cross section and of ratios of cross sections and branching
fractions, as obtained from the generic parameterisation with nine parameters and tabulated in Table 9 for the
combination of the ATLAS and CMS measurements. Also shown are the results from each experiment. The values
involving cross sections are given for

p
s = 8 TeV, assuming the SM values for �i(7 TeV)/�i(8 TeV). The error

bars indicate the 1� (thick lines) and 2� (thin lines) intervals. The fit results are normalised to the SM predictions
for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.
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for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.
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Novelty? Covariant derivative D is 
widespread, but first time we see it with a 

scalar



YUKAWA COUPLINGS
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top? gg→H, H→ γγ ≡ INDIRECT
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bottom? H branching ratios ≡ INDIRECT

tau? ~ observed ≡ ~ KNOWLEDGE

1st & 2nd gen? ≡ IGNORANCE
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Novelty? We’ve never seen anything like it 
→  mystery of 5 orders of magnitude in 
mass between electron & top, CKM
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bottom? H branching ratios ≡ INDIRECT

tau? ~ observed ≡ ~ KNOWLEDGE

1st & 2nd gen? ≡ IGNORANCE



HIGGS POTENTIAL
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VEV? ≡ KNOWLEDGE

Phenomenology: lecture 1 (9/101)

Recall of SM (EW part) Higgs mechanism

V(φ)

|φ0| |φ+|

V(φ)
Higgs fields: complex scalar doublet

φ =

(
φ+

φ0

)
, LH = (Dµφ)†(Dµφ)−V (φ)

Potential has form

V (φ) = −µ2φ†φ+ λ(φ†φ)2

which leads to a Vacuum Ex-
pectation Value (VEV): |φ| =√

µ2/2λ = v/
√

2.

SU(2) symmetry of configurations with |φ| = v/
√

2. Choose gauge
transformation (unitary gauge) to map

φ→
(

0
(v + H)/

√
2

)

2nd derivative (~mH)?  
[not a prediction of the theory  

& any realistic theory must have a 
minimum & 2nd derivative]  

≡ KNOWLEDGE

φ2+φ4? ≡ ASSUMPTION
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OVERALL TODAY?
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KNOWLEDGEASSUMPTION

There remains a lot to establish  
in the Higgs sector



WHAT WILL THE LHC BRING?

➤ Run 2: observation of H → bb        (Yukawa) 

➤ Run 2/3: observation of ttH           (Yukawa) 

➤ HL-LHC: observation of H → μμ   (2nd gen Yukawa) 

➤ HL-LHC: Higgs width → SM \pm 50% (BSM constraint) 

➤ HL-LHC: H → invisible < 10%             (BSM constraint)  

➤ HL-LHC: gg → HH?                              (Higgs potential) 

➤ HL-LHC: Hcc coupling?                        (2nd gen Yukawa)

15
cf. talks at HL-LHC workshop

Higgs boson Pair Production

expected uncertainty
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CMS projection

bb channelττ→HH→gg

(13 TeV)

Miguel Vidal ECFA 2016 04/10/2016 17 / 24

double Higgs 
@ HL-LHC

https://indico.cern.ch/event/524795/timetable/


What will the LHC bring? (continued)

➤ ×300 sensitivity to rare decays involving new physics 

➤ map out couplings to W/Z/3rd gen. with precision and across broad kinematics, 
which could reveal signs of  

➤ new particles in loops (too heavy to produce, or hard to observe) 

➤ non-fundamental nature of Higgs 

➤ or simply confirm, in detail, a highly non-trivial part of the standard model
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BY END OF HL-LHC?

17

KNOWLEDGEASSUMPTION

or falsification



What’s needed beyond luminosity?

➤ in some cases it’s entirely an experimental question, e.g. H → μμ 

➤ in many cases, mapping out full structure needs precise theory and experiment 

➤ e.g. indirect constraints on Hcc Yukawa and triple Higgs

18
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4

|c| . 130 [9], respectively. It is however not competitive
with the bound |c| . 6.2 that derives from a global
analysis of Higgs data [9], which unlike (2) depends on
fit assumptions and hence is more model dependent.

Turning our attention to the allowed modifications of
the bottom Yukawa coupling, one observes that our pro-
posal leads to b 2 [�3.2, 8.3]. This limit is thus signifi-
cantly weaker than the constraints from the LHC Run I
measurements of pp ! W/Zh (h ! bb̄), pp ! tt̄h (h !
bb̄) and h ! bb̄ in vector boson fusion that already re-
strict the relative shifts in yb to around ±50% [1, 2].

Future prospects. In order to investigate the future
prospects of our method in constraining the bottom and
charm Yukawa couplings, we study two benchmark cases.
Our LHC Run II scenario employs 0.3 ab�1 of integrated
luminosity and assumes a systematic error of ±3% on
the experimental side and a total theoretical uncertainty
of ±5%. This means that we envision that the non-
statistical uncertainties present at LHC Run I can be
halved in the coming years, which seems plausible. Our
HL-LHC scenario instead uses 3 ab�1 of data and foresees
a reduction of both systematic and theoretical errors by
another factor of two, leading to uncertainties of ±1.5%
and ±2.5%, respectively. Reaching such precisions will
clearly require a dedicated experimental and theoretical
e↵ort. In both benchmarks, we employ

p
s = 13TeV and

the PDF4LHC15 nnlo mc set [58–61], consider the range
pT 2 [0, 70]GeV in bins of 5GeV,3 and take into account
h ! ��, h ! ZZ⇤ ! 4` and h ! WW ⇤ ! 2`2⌫`.
We assume that the future measurements will be cen-
tred around the SM predictions. These channels sum to
a branching ratio of 1.2%, but given the large amount
of data the statistical errors per bin will be at the ±2%
(±1%) level in our LHC Run II (HL-LHC) scenario. We
model the correlation matrix as in the 8TeV case.

The results of our �2 fits are presented in Figure 3
with the upper (lower) panel showing the constraints in
the c–b plane for the LHC Run II (HL-LHC) scenario.
By profiling over b, we find in the LHC Run II scenario
the following 95% CL bound on the yc modifications

c 2 [�4.7, 5.5] (LHC Run II) , (3)

while the corresponding HL-LHC bound reads

c 2 [�2.9, 4.2] (HL-LHC) . (4)

These limits compare well not only with the projected
reach of other proposed strategies but also have the nice
feature that they are controlled by the accuracy that
theoretical predictions can reach in the future. This is
not the case for extractions of yc using the h ! J/ �,

3 Enlarging the bin size leads to a minor reduction of the sensitivity
to the Yukawa modifications, because shape information is lost.
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Figure 3: Projected future constraints in the c–b plane.
The SM point is indicated by the black crosses. The upper
(lower) panel shows our projection for 0.3 ab�1 (3 ab�1) of
integrated luminosity at

p
s = 13TeV. The remaining as-

sumptions entering our future predictions are detailed in the
main text.

pp ! W/Zh (h ! cc̄) and pp ! hc channels, which
are either limited by small signal-to-background ratios
or by the charm-bottom discrimination of heavy-flavour
tagging. We notice that at future LHC runs our method
will allow one to set relevant bounds on the modifications
of yb. For instance, in the HL-HLC scenario we obtain
b 2 [0.3, 1.4] at 95% CL.
Finally, we have also explored the possibility of con-

straining modifications s = ys/ySMs of the strange
Yukawa coupling by means of our proposal. Under the
assumption that the bottom Yukawa coupling is SM-like
but profiling over c, we find that at the HL-LHC one
should have a sensitivity to ys values of around 30 times

2

the SM, the light-quark e↵ects are small. Specifically, in
comparison to the Higgs e↵ective field theory (HEFT)
prediction, in gg ! hj the bottom contribution has
an e↵ect of around �5% on the di↵erential distribu-
tions for pT . mh/2 while the impact of the charm
quark is at the level of �1%. Likewise, the combined
gQ ! hQ, QQ̄ ! hg channels (with Q = b, c) lead to a
shift of roughly 2%. Precision measurements of the Higgs
distributions for moderate pT values combined with pre-
cision calculations of these observables are thus needed
to probe O(1) deviations in yb and yc. Achieving such
an accuracy is both a theoretical and experimental chal-
lenge, but it seems possible in view of foreseen advances
in higher-order calculations and the large statistics ex-
pected at future LHC upgrades.

Theoretical framework. The goal of our work is
to explore the sensitivity of the Higgs-boson (pT,h) and
leading-jet (pT,j) transverse momentum distributions in
inclusive Higgs production to simultaneous modifications
of the light Yukawa couplings. We consider final states
where the Higgs boson decays into a pair of electroweak
bosons. In order to be insensitive to the variations of
the corresponding branching ratios due to light Yukawa
modifications, we normalise the distributions to the in-
clusive cross section in the considered channels. The ef-
fect on branching ratios can be included in the context of
a global analysis, jointly with the method proposed here.

The gg ! hj channel has been analysed in depth in
the HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two spec-
tra and the total cross section have been studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM, the
LO distribution for this process has been derived long
ago [14, 15], and the next-to-leading-order (NLO) cor-
rections to the total cross section have been calculated
in [16–20]. In the context of analytic resummations of
the Sudakov logarithms ln (pT /mh), the inclusion of mass
corrections to the HEFT has been studied both for the
pT,h and pT,j distributions [21–23]. More recently, the
first resummations of some of the leading logarithms (1)
have been accomplished both in the abelian [24] and
in the high-energy [25] limit. The reactions gQ !
hQ, QQ̄ ! hg have been computed at NLO [26, 27] in
the five-flavour scheme that we employ here, and the re-
summation of the logarithms ln (pT,h/mh) in QQ̄ ! h
has also been performed up to next-to-next-to-leading-
logarithmic (NNLL) order [28].

In the case of gg ! hj, we generate the LO spectra
with MG5aMC@NLO [29]. We also include NLO corrections
to the spectrum in the HEFT [30–32] using MCFM [33].
The total cross sections for inclusive Higgs production are
obtained from HIGLU [34], taking into account the next-
to-next-to-leading order corrections in the HEFT [35–
37]. Sudakov logarithms ln (pT /mh) are resummed up
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Figure 1: The pT,j normalised spectrum of inclusive Higgs
production divided by the SM prediction for di↵erent values
of b (upper panel) and c (lower panel). In each panel only
the indicated Q is modified, while the remaining Yukawa
couplings are kept at their SM values.

to NNLL order both for pT,h [38–40] and pT,j [41–43],
treating mass corrections following [23]. The latter ef-
fects will be significant, once the spectra have been pre-
cisely measured down to pT values of O(5GeV). The
gQ ! hQ, QQ̄ ! hg contributions to the distributions
are calculated at NLO with MG5aMC@NLO [44] and cross-
checked against MCFM. The obtained events are showered
with PYTHIA 8 [45] and jets are reconstructed with the
anti-kt algorithm [46] as implemented in FastJet [47]
using R = 0.4 as a radius parameter.

Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, present in the
gg ! hj case) scales is mh/2. Perturbative uncertainties

impact of modified Hcc 
coupling on Higgs+jet pT dist

joint limits on κc & κb   
@ HL-LHC

Fady Bishara, Ulrich Haisch, Pier Francesco Monni and Emanuele Re, arXiv:1606.09253
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NAIVELY EXTRAPOLATE 7+8 TEV RESULTS (based on lumi and σ)
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recent higgs theory progress
take gluon fusion as main example 

consider theory calculations & inputs  
as well as pathway for progress
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GLUON-FUSION (13 TEV)
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LHC HXSWG Yellow Report 3 (2013, NNLO)

Anastasiou et al., (1602.00695, N3LO) + HXSWG YR4

48.58 pb ± 1.89 pb(3.9%) (theory) ± 1.56 pb(3.20%) (PDF+↵s)
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GLUON-FUSION (13 TEV) — theory uncertainty
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Anastasiou et al., (1602.00695, N3LO)

Next, let us analyze the uncertainties quoted in our cross-section prediction. We

present our result in eq. (8.1) with two uncertainties which we describe in the following. The

first uncertainty in eq. (8.1) is the theory uncertainty related to missing corrections in the

perturbative description of the cross-section. Just like for the central value, it is interesting

to look at the breakdown of how the di↵erent e↵ects build up the final number. Collecting

all the uncertainties described in previous sections, we find the following components:

�(scale) �(trunc) �(PDF-TH) �(EW) �(t, b, c) �(1/mt)

+0.10 pb
�1.15 pb ±0.18 pb ±0.56 pb ±0.49 pb ±0.40 pb ±0.49 pb

+0.21%
�2.37% ±0.37% ±1.16% ±1% ±0.83% ±1%

In the previous table, �(scale) and �(trunc) denote the scale and truncation uncertainties

on the rEFT cross-section, and �(PDF-TH) denotes the uncertainty on the cross-section

prediction due to our ignorance of N3LO parton densities, cf. Section 3. �(EW), �(t, b, c)

and �(1/mt) denote the uncertainties on the cross-section due to missing quark-mass e↵ects

at NNLO and mixed QCD-EW corrections. The first uncertainty in eq. (8.1) is then

obtained by adding linearly all these e↵ects. The parametric uncertainty due to the mass

values of the top, bottom and charm quarks is at the per mille level, and hence completely

negligible. We note that including into our prediction resummation e↵ects in the schemes

that we have studied in Section 4 would lead to a very small scale variation, which we

believe unrealistic and which we do not expect to capture the uncertainty due to missing

higher-order corrections at N4LO and beyond. Based on this observation, as well as on the

fact that the definition of the resummation scheme may su↵er from large ambiguities, we

prefer a prudent approach and we adopt to adhere to fixed-order perturbation theory as

an estimator of remaining theoretical uncertainty from QCD.

The second uncertainty in eq. (8.1) is the PDF+↵s uncertainty due to the determina-

tion of the parton distribution functions and the strong coupling constant, following the

PDF4LHC recommendation. When studying the correlations with other uncertainties in

Monte-Carlo simulations, it is often necessary to separate the PDF and ↵s uncertainties:

�(PDF) �(↵s)

±0.90 pb +1.27pb
�1.25pb

±1.86% +2.61%
�2.58%

Since the �(↵s) error is asymmetric, in the combination presented in eq. (8.1) we conser-

vatively add in quadrature the largest of the two errors to the PDF error.

As pointed out in Section 7, the PDF4LHC uncertainty estimate quoted above does

not cover the cross-section value as predicted by the ABM12 set of parton distribution func-

tions. For comparison we quote here the corresponding cross-section value and PDF+↵s

– 39 –
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likely to improve 
with new calculations 

in next years?

improvement  
needs N4LO 
(or new insight) 
i.e. unlikely to get 
better in next  
decade

progress requires 
N3LO PDF fits  
(may be possible  
in next years?)
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the inputs
strong coupling (e.g. ±2.6% on ggF)  
PDFs                  (e.g. ±1.9% on ggF)
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PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%). WHAT WAY FORWARD?

➤ For gluon-fusion & ttH, this comes in squared. It also 
correlates with the PDFs and affects backgrounds.

➤ To go beyond 1%, best hope 
is probably lattice QCD — 
on a 10-year timescale, 
there will likely be enough 
progress that multiple 
groups will have high-
precision determinations 
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pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2
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using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to
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PDFS: WHAT ROUTE FOR PROGRESS?

➤ Current status is 2–3% for core 
“precision” region 

➤ Path to ~1% is not clear — e.g. Z pT’s 
strongest constraint is on qg lumi, 
which is already best known (why?) 

➤ It’ll be interesting to revisit the 
question once ttbar, incl. jets, Z pT, 
etc. have all been incorporated at 
NNLO 

➤ Can we get measurements and 
theory to 1% accuracy?
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is 1% possible  
at a hadron collider?

29
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Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.

matrix, which connects the p``T distribution at reconstruction and particle levels is estimated using the
Powheg+Pythia signal MC sample.

3.6 Systematic uncertainties

The principal sources of uncertainty on the measurements are discussed, as well as the degree to which
these uncertainties are taken as correlated (between bins in �⇤⌘ or p``T , or between the electron-pair and
muon-pair channels) when combining the electron-pair and muon-pair results and in quoting the final
results. Figure 4 provides a summary of the uncertainties arising from data statistics, mis-modelling of
the detector, background processes, and of the MC signal samples used to correct the data. These are
given for both the electron (dressed level) and muon (bare level) channels as a function of �⇤⌘ and p``T for
events with 66 GeV < m`` < 116 GeV and |y``| < 2.4.

12

Z pT distribution: 0.5-1% precision! 
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6 7 Results

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

 (8TeV)-119.7 fbCMS

| < 0.4y|

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]
0

0.5

1

1.5

2

2.5

3

3.5

 (8TeV)-119.7 fbCMS

| < 0.8y0.4 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

4
 (8TeV)-119.7 fbCMS

| < 1.2y0.8 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
 (8TeV)-119.7 fbCMS

| < 1.6y1.2 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

1

2

3

4

5

6
 (8TeV)-119.7 fbCMS

| < 2y1.6 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

 [GeV]
T

q
0 50 100 150 200 250

R
e

la
tiv

e
 u

n
ce

rt
a

in
ty

 [
%

]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2
 (8TeV)-119.7 fbCMS

(Z)| < 2y0 < |

Statistical    
Total systematic          

Efficiencies              

Pileup           
MC stat    

FSR               
Background        

) scale+resol  µ(p
Polarization    

Figure 1: Relative uncertainties in percent of the normalised fiducial cross section measure-
ment. Each plot shows the qT dependence in the indicated ranges of |y|.
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Figure 2: Relative uncertainties in percent of the absolute fiducial cross section measurement.
The 2.6% uncertainty in the luminosity is not included. Each plot shows the qT dependence in
the indicated ranges of |y|.

five bins in |y| and the last plot shows the qT dependence integrated over |y|. In the bottom
panels the ratio of the FEWZ prediction to data is shown. The vertical error bars represent the
statistical uncertainties of data and simulation. The red-hatched bands drawn at the points
represent the systematic uncertainties of the measurement only. The scale uncertainties are
indicated by the grey-shaded areas and the PDF uncertainties by the light-hatched bands. The
scale uncertainties are estimated from the envelope of the following combinations of variations
of the factorisation µF and the renormalisation µR scales: (2µF,2µR), (0.5µF,0.5µR), (2µF,µR),

1%

0.5%



NNLO hadron-collider calculations v. time
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Z pT: Data v. theory calculation

Double-differential: d�/dpZT binned in m`` — ATLAS
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Double-differential: d�/dpZT binned in m`` — ATLAS
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NLO

Figure 5. The inclusive dilepton cross section for the same m`` bins as in Figure 4 and with
a rapidity cut on the Z boson of |yZ | < 2.4. The experimental data is taken from the ATLAS
analysis in Ref. [15]. The ticks on the vertical error bands denote the systematic uncertainty from
the measurement, the vertical bars without the ticks are the luminosity uncertainty only. The blue
bands show the NNLO prediction with scale uncertainty.
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Figure 6. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The green bands denote the NLO prediction with scale
uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
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NNLO ~ ±1.5 %
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Up to 5% discrepancy with data 

Experimental progress on 
luminosity determination may be 

the keystone for precision physics 
at LHC.  

 
Are there hardware changes to HL-

LHC that could help with lumi 
determination?

There are, however, issues. Notably in Z production

33
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Impact of Z pT spectrum on PDF fits



data-driven workarounds?
theory may have a hard limit  

e.g. non-perturbative effects for cuts on jets 

& are there issues in data-driven workarounds?

35



E.g. jet veto efficiency for H → WW*
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Figure 6. N3LO+NNLL+LLR best prediction for the jet-veto cross section (blue/hatched) com-
pared to NNLO+NNLL (left) and fixed-order at N3LO (right).

LHC 13 TeV ✏N
3LO+NNLL+LL

R

⌃

N3LO+NNLL+LL
R

0-jet [pb] ⌃

N3LO
0-jet ⌃

NNLO+NNLL
0-jet

pt,veto = 25GeV 0.539+0.017
�0.008 24.7+0.8

�1.0 24.3+0.5
�1.0 24.6+2.6

�3.8

pt,veto = 30GeV 0.608+0.016
�0.007 27.9+0.7

�1.1 27.5+0.5
�1.1 27.7+2.9

�4.0

Table 2. Predictions for the jet-veto efficiency and cross section at N3LO+NNLL+LLR, compared
to the N3LO and NNLO+NNLL cross sections. The uncertainty in the fixed-order prediction is
obtained using the JVE method. All numbers include the effect of top and bottom quark masses,
treated as described in the text, and are for a central scale µ

0

= mH/2.

The right-hand plot of Fig. 7 shows our best prediction with uncertainty obtained
with the JVE method, compared to the case of just scale (i.e. µR, µF , Q) variations. We
observe a comparable uncertainty both at small and at large transverse momentum, which
indicates that the JVE method is not overly conservative in the tail of the distribution. We
have observed that the same features persist for the corresponding differential distribution.
Table 3 contains the predictions for the inclusive one-jet cross section for two characteristic
pt,min choices.

4 Conclusions

In this article we have presented new state-of-the-art, N3LO+NNLL+LLR, predictions for
the jet-veto efficiency and the zero-jet cross section in gluon-fusion induced Higgs produc-
tion, as well as NNLO+NNLL+LLR results for the inclusive one-jet cross section. The
results, shown for 13 TeV LHC collisions, incorporate recent advances in the fixed-order
calculation of the total cross section [8], the fixed-order calculation of the one-jet cross sec-
tion [9–11] and the resummation of small-R effects [12]. They also include the earlier NNLL
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Anastasiou, Duhr, Dulat, Herzog & Mistlberger 1503.06056 
Boughezal, Caola, Melnikov, Petriello & Schulze 1504.07922 

Banfi, Caola, Dreyer, Monni, GPS, Zanderighi & Dulat  
1511.02886 

1 ‒ 3% non-
perturbative 

effects

Higgs production (MH = 125 GeV)

NNLO NLL+NNLO

pt,veto = 25 GeV 60+11
−9 % 57+8

−4%

pt,veto = 30 GeV 67+9
−8% 64+8

−4%

Z production

NNLO NLL+NNLO

pt,veto = 25 GeV 81+1
−2% 81+1

−2%

pt,veto = 30 GeV 85+1
−1% 85+1

−2%

Table 3. Jet veto efficiencies and their uncertainties at NNLO and NLL+NNLO, for the values
of pt,veto used by ATLAS and CMS, shown for the anti-kt algorithm with R = 0.5, and based on
MSTW2008 NNLO PDFs.
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Figure 5. Left: impact of a finite rapidity acceptance for jets on the jet-veto efficiency, as
calculated with pythia 6.425. Right: impact of hadronisation and underlying event on the jet-veto
efficiency. See text for further details.

on the case of Higgs production, using MH = 125 GeV throughout.

7.1 Effects beyond the scope of matched calculations

The matched calculation that we have performed applies to partons and assumes infinite

detector acceptance. Experiments, however, measure hadrons, including the underlying

event, and have limited acceptance, notably for the rapidity of the jets.

To investigate these two effects we have taken events generated by pythia 6.4 [62]

with the Perugia 2011 tune [63]. Jet clustering for the results in this section is performed

with FastJet [64]. Fig. 5 (left) shows the impact of considering jets only within some finite

rapidity acceptance. One sees that for the choices used by ATLAS and CMS, |y| < 4.5 and

y < |5.0| respectively, the veto efficiencies are almost identical to those with full acceptance

in the practically relevant range of pt,veto. We have confirmed that this pattern holds also

in fixed-order calculations. In contrast, if one applies a jet veto only in a more restricted
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Banfi, GPS, Zanderighi 1203.5773

Measurements of Η→ZZ* and γγ 
can constrain this directly. 

Run I: ~ 40 evts. equiv. 
HL-LHC: ~ 15k events equiv. 

→ 1% uncertainties?

perturbative uncert: 1.5-3%

advocated notably by MLM



high-pT Higgs
equally interesting: 

off-shell Higgs

37



High-pt Higgs (e.g. to distinguish κg and κt) 
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 (GeV)cut
T

p
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 (%
)

δ

0

100
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 in percent level at LHC14δ
 = 0.1θ 2=600 GeV, sinTM

 = 0.1 θ 2=1000 GeV, sinTM
 = 0.1θ 2=2000 GeV,  sinTM

 = 0.4θ 2=600 GeV,  sinTM
 = 0.4θ 2=1000 GeV, sinTM
 = 0.4θ 2=2000 GeV, sinTM

Higgs pT and BSM 

A.Banfi, A.Martin, V.Sanz (2013)

Modifications of the Higgs couplings to gluons and the top quark can be 
parametrised as 

L = �c
t

m
top

v
 ̄ +

↵
S

12⇡
c
g

h

v
G

µ⌫

Gµ⌫ SM: ct = 1 cg = 0

�H ⇠ |ct + cg|2 �SM
H

not possible to disentangle ct 
and cg in the inclusive rate

neglecting CP violation

Direct access to top Yukawa coupling is 
offered by tth production but low sensitivity

Looking at high-pT events allows us to break 
this degeneracy

Relative effect of top partners on high-pT 
cross section can be very large

Higgs pT and BSM 

C.Grojean et al. (2013)

Effects in the MSSM talk by A.Vicini

see also Azatov, Paul (2013)%
S.Dawson,I.Lewis,M.Zeng (2014)

However one is forced to look at the tail of 
the distribution where few events are expected

Assume high luminosity LHC at 14 TeV with 
3 ab-1  and 10% systematics

Consider ratio σ(pT>650 GeV)/σ(pT>150 GeV) 
and include NLO K-factors in the EFT

Even if the inclusive rate shows no deviation a 20% 
deviation of the tth coupling can be resolved

Recent study by Grojean et al.  in H→ττ

Small rate: need to focus on high BR decays

t

T

Structure of loops  
is best probed  

by going to high pT

what are experimental prospects? 
are there any theory-issues to be solved?

14 TeV, 3ab-1



 VH PRODUCTION AT LARGE M(VH)

➤ Higher-dimension operators cause 
deviations that grow as, e.g. 

➤ In some relevant range of pT, Λ value to 
which you’re sensitive grows as 

➤ that’s faster than most direct searches 
(x100 in lumi → x1.5 in reach for Z’) 

39

Mimasu, Sanz, Williams, arXiv:1512.02572v

See also e.g.
Biekötter, Knochel, Krämer, Liu, Riva, 
arXiv:1406.7320 

��dim-6

�
⇠ p2T

⇤2

⇤ ⇠ (Lumi)1/4



WH at large Q2 with dim-6 BSM effect
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WH at large Q2 with dim-6 BSM effect
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3000 fb-1

schematic

new physics isn’t just a 
single number that’s 

wrong (think g-2) 

but rather a distinct 
scaling pattern of 
deviation (~ pT2) 

moderate and high pT’s 
have similar statistical 
significance — so it’s 
useful to understand 

whole pT rangeGPS 2016-10



!
Generate pseudo-data for the invariant mass distribution in the leptonic final state!
 Statistical uncertainties determined from number of events per bin, after a binning optimisation!
Added a 3% systematic uncertainty to the statistical uncertainty

Juan Rojo                                                                                                                      HL-LHC workshop, CERN, 13/05/2015

Generation of pseudo-data: top quark pair
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Top quark pair, CMC-PDFs, LHC 14 TeV

PRELIMINARY

IN THE FUTURE?
➤ high-pt W, Z 
➤ high-mass Drell-Yan 
➤ high-mass ttbar 

Will all be at ~1% statistical level up to and even 
beyond the TeV scale.  

With leptonic final states, there’s a chance 
systematic errors may also be < 1%. 

At HL-LHC, Statistical errors on 
ttbar production will be < 1% up to 

Mtt ~ 2 TeV 42



The potential of jet substructure — hadronic W & Z peaks
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5ASSOCIATED ISR JET

Z ′

q

q̄

g

q̄

q

1

An, Huo, Wang, hep-ph/1212.2221  
Shimin, Whiteson, hep-ph/1602.07727

Signal Extraction and Results 17/20
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Systematics:

Result:
�W+Z (W /Z ! qq̄, pT > 320, |⌘| < 1.9) = 8.5± 0.8 (stat.)± 1.5 (syst.) pb

Consistent with NLO MCFM prediction within 2�: �MCFM
W+Z = 5.1± 0.5 pb

USE ISR JET TO GET YOU ABOVE THE 
TRIGGER THRESHOLD 

LOOK FOR BOOSTED LIGHT Z’ RESONANCE

THERE IS A NICE SM ANALOGUE,  SM W/Z + JETS 
EXAMPLE: ATLAS RESULT TARGETING IT IN RUN 1,  

FIRST SUCH RESULT! 
BUT A VERY CHALLENGING TOPOLOGY… HOW TO DO A 
GENERIC MASS SEARCH ON THIS DISTRIBUTION?
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MESSAGES

➤ Higgs sector is unlike any other that we’ve accessed experimentally 

➤ Establishing its structure is a key part of our job as physicists 

➤ One element involved is precision  

➤ Theory is already making big steps towards the HL-LHC precision goals 

➤ Ultimate goal might be O(1%) — challenging, but now is time to start thinking 
about how we get there (PDF fits, exp. lumi determination, etc.) 

➤ Other element is distributions, e.g. high-pT  

➤ BSM effects from high scales (Λ) grow ~ pT2 / Λ2  

➤ Pattern of deviation over range of pT’s provides clear signature of new physics
46
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Non-perturbative effects in Z (& H?) pT
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impact of 0.5 GeV shift of Z pT

0.5 GeV is perhaps conservative(?) 
Suggests up to 2% effects could be 

present.

➤ Inclusive Z & H cross sections should 
have ~Λ2/M2 corrections (~10-4 ?) 

➤ Z (&H) pT not inclusive so corrections 
can be ~Λ/M. 

➤ Size of effect can’t be probed by turning 
MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen
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Progress on calculations has been stunning in the past years 

➤ N3LO Higgs 
➤ Many processes at NNLO 
➤ NLO + PS automation 
➤ First NNLO + PS 
➤ NNLL Resummations 
➤ EW + QCD, etc.

PRECISION LHC PHYSICS NEEDS PRECISION THEORY

This progress is essential for 
LHC precision physics, but 
also only part of the story.
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FEYNMAN DIAGRAMS

VVV RVV

RRR

RV^2 RRV

N3LO Higgs production  
Anastasiou, Duhr, Dulat, Herzog, Mistlberger ’15-16  

100,000 diagrams

from slides  
by Mistlberger



Progress on calculations has been stunning in the past years 

➤ N3LO Higgs 
➤ Many processes at NNLO 
➤ NLO + PS automation 
➤ First NNLO + PS 
➤ NNLL Resummations 
➤ EW + QCD, etc.

PRECISION LHC PHYSICS NEEDS PRECISION THEORY

The intention with this talk? 
Start asking questions about what precision goals we might set 
ourselves, what obstacles we will meet, what techniques and 

measurements might help us progress

This progress is essential for 
LHC precision physics, but 
also only part of the story.
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REFS
➤ ATLAS projections ATL-PHYS-PUB-2014-016 

➤ CMS projections (snowmass): 1307.7135 

➤ Current status — ATLAS/CMS combination note 

➤ YR4 14 TeV numbers: https://twiki.cern.ch/twiki/bin/view/LHCPhysics/
CERNYellowReportPageAt14TeV 

➤ YR3 14 TeV numbers: https://twiki.cern.ch/twiki/bin/view/LHCPhysics/
CERNYellowReportPageAt1314TeV2014#s_14_0_TeV 

➤ new ggF https://arxiv.org/abs/1602.00695 

➤ ATLAS differential 1504.05833, CMS differential: ZZ 1512.08377  & gg 1508.07819 
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HIGGS TODAY & TOMORROW

Table 9: Measured (meas.) global signal strengths µ together with their total observed and expected (exp.) uncer-
tainties, and with the breakdown of these uncertainties into their four components as defined in Section 3.3. The
results are shown for the combination of ATLAS and CMS and separately for each experiment. These results are
derived assuming that the Higgs boson production cross sections and branching ratios are the same as in the SM.

Best-fit µ Uncertainty
Total Stat Expt Thbgd Thsig

ATLAS and CMS (meas.) 1.09 +0.11
�0.10

+0.07
�0.07

+0.04
�0.04

+0.03
�0.03

+0.07
�0.06

ATLAS and CMS (exp.) � +0.11
�0.10

+0.07
�0.07

+0.04
�0.04

+0.03
�0.03

+0.06
�0.06

ATLAS (meas.) 1.20 +0.15
�0.14

+0.10
�0.10

+0.06
�0.06

+0.04
�0.04

+0.08
�0.07

CMS (meas.) 0.98 +0.14
�0.13

+0.10
�0.09

+0.06
�0.05

+0.04
�0.04

+0.08
�0.07

Table 10: Measured signal strengths µ and their total uncertainties for di�erent Higgs boson production processes.
The results are shown for the combination of ATLAS and CMS and separately for each experiment, for the combinedp

s = 7 and 8 TeV data. These results are derived assuming that the Higgs boson branching ratios are the same as
in the SM.

Production process ATLAS+CMS ATLAS CMS
µggF 1.03+0.17

�0.15 1.25+0.24
�0.21 0.84+0.19

�0.16

µVBF 1.18+0.25
�0.23 1.21+0.33

�0.30 1.13+0.37
�0.34

µWH 0.88+0.40
�0.38 1.25+0.56

�0.52 0.46+0.57
�0.54

µZH 0.80+0.39
�0.36 0.30+0.51

�0.46 1.35+0.58
�0.54

µt tH 2.3+0.7
�0.6 1.9+0.8

�0.7 2.9+1.0
�0.9

the breakdown of the uncertainties into their four main components. Also shown for the combination of
ATLAS and CMS are the expected uncertainties and their breakdown.

5.2. Signal strengths of individual production processes and decay channels

The global signal strength is the most precisely measured Higgs boson coupling-related observable,
but this simple parameterisation is very model dependent, since all Higgs boson production and decay
measurements are combined with the assumption that all their ratios are the same as in the SM. The
compatibility of the measurements with the SM can be tested in a less model-dependent way, by relaxing
these assumptions separately for the production cross sections and the decay branching ratios.
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ATLAS-CMS Run I combination 

In most cases, stat. errors  
are largest single source 

Best channels ~±20%

Table 11: Measured signal strengths µ and their total uncertainties for di�erent Higgs boson decay channels. The
results are shown for the combination of ATLAS and CMS and separately for each experiment, for the combinedp

s = 7 and 8 TeV data. These results are derived assuming that the Higgs boson production process cross sections
at
p

s = 7 and 8 TeV are the same as in the SM.

Decay channel ATLAS+CMS ATLAS CMS
µ�� 1.16+0.20

�0.18 1.15+0.27
�0.25 1.12+0.25

�0.23

µZZ 1.31+0.27
�0.24 1.51+0.39

�0.34 1.05+0.32
�0.27

µWW 1.11+0.18
�0.17 1.23+0.23

�0.21 0.91+0.24
�0.21

µ⌧⌧ 1.12+0.25
�0.23 1.41+0.40

�0.35 0.89+0.31
�0.28

µbb 0.69+0.29
�0.27 0.62+0.37

�0.36 0.81+0.45
�0.42

Table 12: Measured and expected significances for the observation of Higgs boson production processes and decay
channels for the combination of ATLAS and CMS. Not included here are the ggF production process and the
H ! Z Z , H ! WW , and H ! �� decay channels, which have been already clearly observed. All results are
obtained constraining the decays to their SM values when considering the production modes, and constraining the
production modes to their SM values when studying the decays.

Production process Measured significance (�) Expected significance (�)
VBF 5.4 4.7
W H 2.4 2.7
Z H 2.3 2.9
V H 3.5 4.2
ttH 4.4 2.0
Decay channel
H ! ⌧⌧ 5.5 5.0
H ! bb 2.6 3.7

Assuming the SM values for the Higgs boson branching ratios, namely µf = 1 in Eq. 7, the five main
Higgs boson production processes are explored with independent signal strengths: µggF, µVBF, µWH ,
µZH and µt tH . A combined analysis of the ATLAS and CMS data is performed with these five signal
strengths as the parameters of interest and the results are shown in Table 10 for the combined

p
s = 7 and

8 TeV datasets. The signal strengths at the two energies are assumed to be the same for each production
process. Figure 11 illustrates these results with their total uncertainties. The p-value of the compatibility
between the data and the SM predictions is 24%.

Similarly to the production case, Higgs boson decays can be studied with five independent signal strengths,
one for each decay channel included in the combination, assuming that the Higgs boson production
cross sections are the same as in the SM. Unlike the production, these decay-based signal strengths are
independent of the collision centre-of-mass energy and therefore the

p
s = 7 and 8 TeV datasets can

be combined without additional assumptions. Table 11 and Fig. 12 show the best-fit results for the
combination of ATLAS and CMS and separately for each experiment. The p-value of the compatibility
between the data and the SM predictions is 60%.
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HL-LHC prospects? 
x2.5 in cross section  

x150 in luminosity (→ 3000 fb-1) 
~ 400 times more events 

⇒ stat. errors in 1-2% range
52



WHAT’S POSSIBLE EXPERIMENTALLY?

Today’s most precise results are 
perhaps for the Z transverse 
momentum 
➤ normalised to Z fiducal σ 
➤ achieves <1%, from  

pT = 1 to 200 GeV 
 
 
 
 
Ratio to total cross section cancels 
lumi & some lepton-efficiency 
systematics.
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Figure 6: The Born-level distributions of (1/�) d�/dp``T for the combination of the electron-pair and muon-pair
channels, shown in six m`` regions for |y`` | < 2.4. The central panel of each plot shows the ratios of the values from
the individual channels to the combined values, where the error bars on the individual-channel measurements rep-
resent the total uncertainty uncorrelated between bins. The light-blue band represents the data statistical uncertainty
on the combined value and the dark-blue band represents the total uncertainty (statistical and systematic). The �2

per degree of freedom is given. The lower panel of each plot shows the pull, defined as the di↵erence between the
electron-pair and muon-pair values divided by the uncertainty on that di↵erence.

18

±1%
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E+E- EVENT SHAPES AND JET RATES
➤ Two “best” determinations are from same group  

(Hoang et al, 1006.3080,1501.04111) 
αs(MZ) = 0.1135 ± 0.0010 (0.9%) [thrust]  
αs(MZ) = 0.1123 ± 0.0015 (1.3%) [C-parameter]
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Figure 1.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

So far, only one analysis is available which involves the determination of αs from
hadron collider data in NNLO of QCD: from a measurement of the tt cross section at

February 22, 2016 10:28
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discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

thrust & “best” lattice are 4-σ apart
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FIG. 17: The smaller elongated ellipses show the experimental
39% CL error (1-sigma for αs) and best fit points for different
global data sets at N3LL′ order in the R-gap scheme and
including bottom quark mass and QED effects. The default
theory parameters given in Tab. III are employed. The larger
ellipses show the combined theoretical plus experimental error
for our default data set with 39% CL (solid, 1-sigma for one
dimension) and 68% CL (dashed).

experimental error ellipses, hence to larger uncertainties.
It is an interesting but expected outcome of the fits

that the pure experimental error for αs (the uncertainty
of αs for fixed central Ω1) depends fairly weakly on the
τ range and the size of the global data sets shown in
Fig. 17. If we had a perfect theory description then we
would expect that the centers and the sizes of the error
ellipses would be statistically compatible. Here this is
not the case, and one should interpret the spread of the
ellipses shown in Fig. 17 as being related to the theo-
retical uncertainty contained in our N3LL′ order predic-
tions. In Fig. 17 we have also displayed the combined
(experimental and theoretical) 39% CL standard error
ellipse from our default global data set which was al-
ready shown in Fig. 11a (and is 1-sigma, 68% CL, for
either one dimensional projection). We also show the
68% CL error ellipse by a dashed red line, which corre-
sponds to 1-sigma knowledge for both parameters. As
we have shown above, the error in both the dashed and
solid larger ellipses is dominated by the theory scan un-
certainties, see Eqs. (68). The spread of the error ellipses
from the different global data sets is compatible with the
1-sigma interpretation of our theoretical error estimate,
and hence is already represented in our final results.

Analysis without Power Corrections

Using the simple assumption that the thrust distribution
in the tail region is proportional to αs and that the main

αs(mZ)±(pert. error) χ2/(dof)

N3LL′ with ΩRgap
1 0.1135 ± 0.0009 0.91

N3LL′ with Ω̄MS
1 0.1146 ± 0.0021 1.00

N3LL′ without Smod
τ 0.1241 ± 0.0034 1.26

O(α3
s) fixed-order

without Smod
τ

0.1295 ± 0.0046 1.12

TABLE VII: Comparison of global fit results for our full anal-
ysis to a fit where the renormalon is not canceled with Ω̄1, a
fit without Smod

τ (meaning without power corrections with
Smod
τ (k) = δ(k)), and a fit at fixed order without power cor-

rections and log resummation. All results include bottom
mass and QED corrections.

effect of power corrections is a shift of the distribution
in τ , we have estimated in Sec. I that a 300MeV power
correction will lead to an extraction of αs from Q = mZ

data that is δαs/αs ≃ (−9 ± 3)% lower than an anal-
ysis without power corrections. In our theory code we
can easily eliminate all nonperturbative effects by set-
ting Smod

τ (k) = δ(k) and ∆̄ = δ = 0. At N3LL′ or-
der and using our scan method to determine the per-
turbative uncertainty a global fit to our default data set
yields αs(mZ) = 0.1241 ± (0.0034)pert which is indeed
9% larger than our main result in Eq. (68) which ac-
counts for nonperturbative effects. It is also interesting
to do the same fit with a purely fixed-order code, which
we can do by setting µS = µJ = µH to eliminate the
summation of logarithms. The corresponding fit yields
αs(mZ) = 0.1295±(0.0046)pert, where the displayed error
has again been determined from the theory scan which in
this case accounts for variations of µH and the numerical
uncertainties associated with ϵ2 and ϵ3. (A comparison
with Ref. [22] is given below in Sec. IX.)
These results have been collected in Tab. VII together

with the αs results of our analyses with power corrections
in the R-gap and the MS schemes. For completeness we
have also displayed the respective χ2/dof values which
were determined by the average of the maximal and the
minimum values obtained in the scan.

VIII. FAR-TAIL AND PEAK PREDICTIONS

The factorization formula (4) can be simultaneously used
in the peak, tail, and far-tail regions. To conclude the
discussion of the numerical results of our global analysis
in the tail region, we use the results obtained from this
tail fit to make predictions in the peak and the far-tail
regions.
In Fig. 18 we compare predictions from our full N3LL′

code in the R-gap scheme (solid red line) to the accurate
ALEPH data at Q = mZ in the far-tail region. As input
for αs(mZ) and Ω1 we use our main result of Eq. (68)
and all other theory parameters are set to their default
values (see Tab. III). We find excellent agreement within
the theoretical uncertainties (pink band). Key features

Comments: 
➤ thrust & C-parameter are highly correlated observables 

➤ Analysis valid far from 3-jet region, but not too deep 
into 2-jet region — at LEP, not clear how much of 
distribution satisfies this requirement 

➤ thrust fit shows noticeable sensitivity to fit region (C-
parameter doesn't)

dependence on fit range
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Non-perturbative effects in Z pT
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MC hadronisation

0% MC hadronisation does not imply 
absence of non-perturbative effects

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ It seems size of effect can’t be probed by 
turning MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 
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Non-perturbative effects in Z pT
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Non-perturbative effects in Z pT
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impact of 0.5 GeV shift of Z pT

0.5 GeV is perhaps conservative(?) 
Suggests up to 2% effects could be 

present.

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ Size of effect can’t be probed by turning 
MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen
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Multi-Parton Interactions?
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➤ Naively, you’d expect these are not 
correlated with Z pT — but in at least 
one MC (Pythia 6) switching them on/
off changes distribution by O(1%)

MPI

Why is there any effect  
at all from MPI? 

Side-effect of colour reconnections?

0.5‒1%
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VECTOR-BOSON FUSION → HIGGS

➤ double DIS approximation is powerful tool for 
VBF, using structure functions for the W/Z 
production (Han, Valencia & Willenbrock 1992, 
NNLO by Bolzoni et al 1003.4451)

R E N C O N T R E S D E M O R I O N D 2 0 1 6

Preliminary N3LO results

PRELIMINARY

NNPDF30_nnlo_as_0118
Q/2 < µR , µF < 2 Q
LHC 13 TeV
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(a) Born VBF process

two loop

passed to analysis
projected momentum,

original momentum,

H

W,Z

W,Z

+

double−real counterevent

one−loop single−real counterevent

integrated over

double real

one−loop single real

+ −

+ −

(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real

+ +

N3LO

➤ Now being extended to N3LO, 
shows scale uncertainties ≪ 1% 
for observables inclusive wrt the 
jets 

➤ good stability from NNLO to 
N3LO

DIS

DIS
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VECTOR-BOSON FUSION → HIGGS

➤ double DIS approximation is powerful tool for 
VBF, using structure functions for the W/Z 
production (Han, Valencia & Willenbrock 1992, 
NNLO by Bolzoni et al 1003.4451)
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(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real
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N3LO

➤ Now being extended to N3LO, 
shows scale uncertainties ≪ 1% 
for observables inclusive wrt the 
jets 

➤ good stability from NNLO to 
N3LO

DIS

DIS
60

Exact in “QCD1 ⊗ QCD2”  
Non-trivial real-world corrections believed < 1%



For many processes NNLO scale band is ~±2%  
Though only in 3/17 cases is NNLO (central) within NLO scale band…

WHAT PRECISION AT NNLO?
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For many processes NNLO scale band is ~±2%  
Though only in 3/17 cases is NNLO (central) within NLO scale band…

WHAT PRECISION AT NNLO?
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ABSOLUTE CROSS-SECTIONS MEASURED TO ~ 1%?

Beam Imaging and Luminosity Calibration

March 14, 2016

Markus Klute, Catherine Medlock, Jakob Salfeld-Nebgen
Massachusettes Institute of Technology

We discuss a method to reconstruct two-dimensional proton bunch densities using vertex distributions accu-
mulated during LHC beam-beam scans. The x-y correlations in the beam shapes are studied and an alterna-
tive luminosity calibration technique is introduced. We demonstrate the method on simulated beam-beam
scans and estimate the uncertainty on the luminosity calibration associated to the beam-shape reconstruction
to be below 1%.

1 Introduction

During the LHC Run-1 period, the LHC experiments introduced the Van-der-Meer (VdM) [1, 2] scan method
for luminosity scale calibration at the hadron collider [3, 4, 5, 6, 7].

The VdM scan method is intended to measure the overlap integral O
I

of the colliding proton beams with
proton densities ⇢

1

and ⇢
2

O
I

=

Z 1

�1
⇢
1

(x, y)⇢
2

(x, y) dx dy, (1)

after integration over the longitudinal coordinate and time. If N
1

and N
2

are the number of protons in
the two colliding bunches respectively the instantaneous luminosity can be measured directly from machine
parameters according to

L = N
1

N
2

⌫
rev

O
I

. (2)

The measurable rate of a luminometer is given by the luminosity and the visible cross section for a specific
luminometer

R = �
vis

· L. (3)

The VdM scan method relies on the assumption that the bunch proton densities are factorizable in the
coordinates, x and y, of the transverse plane of the detector, i.e. ⇢

i

(x, y) = ⇢
i

(x)⇢
i

(y). In general, this
assumption does not hold and introduces one of the leading systematic uncertainties for luminosity calibration
measurements [4, 7].

The transverse beam-shape reconstruction therefore poses a challenging problem in the luminosity scale
calibration procedure of the LHC experiments. The LHCb collaboration exploits beam-gas interactions
to reconstruct the individual proton bunch densities [6, 8, 9]. Another approach exploits the evolution of
the mean and width of the luminosous region during the beam-beam scans [10]. In addition, a dedicated
tailoring of the LHC proton bunch injection chain was investigated to prevent the emergence of non-gaussian
beam-shapes [11].

In this paper a method to estimate the x-y correlations is developed and a new proposal for a comple-
mentary luminosity calibration is presented. The method generalizes the beam imaging technique proposed
in [12] and [13] to two dimensions.

In contrast to the standard VdM scan, beam-beam scans with one beam fixed in the rest-frame of the
detector per x and y scan are utilized. The distributions of reconstructed proton-proton collision vertices in
the transverse plane accumulated during the scans constrain the two-dimensional proton densities and are
fitted simultaneously to extract the analytical form for the proton densities of the two beams. As a result,
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