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A typical introduction to a particle physics colloquium often starts  
with “big unanswered questions”

Nature of dark matter (& dark energy) 

Fine-tuning (e.g. supersymmetry and similar) 

Flavour-asymmetry of the universe 

[…]
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and less about the standard model (SM)…

3

since experiments have 
already found all its 

particles…



Looking beyond the SM: searches for dark matter at LHC & elsewhere
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Figure 4. A comparison of CMS results to the mDM–�SI plane . Unlike in the mass-mass plane,
the limits are shown at 90% CL. The CMS contour in the SI plane is for a Vector mediator, Dirac
DM and couplings gq = 0.25 and gDM = 1. The CMS SI exclusion contour is compared with the
LUX 2015, PandaX-II 2016, CDMSLite 2015 and CRESST-II 2015 limits, which constitutes the
strongest documented constraints in the shown mass range. It should be noted that the CMS limits
do not include a constraint on the relic density and also the absolute exclusion of the di↵erent CMS
searches as well as their relative importance will strongly depend on the chosen coupling and model
scenario. Therefore, the shown CMS exclusion regions in this plot are not applicable to other choices
of coupling values or models.
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Classic dark-matter 
candidate: a weakly-
interacting massive 

particle (WIMP, e.g. 
from supersymmetry).  

Masses ~ GeV upwards 

(search interpretations 
strongly model 

dependent)

EXCLUDED

LHC

direct detection



Searching for answers to the  
“big unanswered questions” is vitally important, 

(even if there’s no way of knowing if it will pay off) 

 
But we also shouldn’t forget the importance of 

“big answerable questions” 
and the issue of how we go about answering them
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perspective in context of LHC
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ATLAS: general purpose CMS: general purpose

ALICE: heavy-ion physics LHCb: B-physics

+ TOTEM, LHCf

Interconnection between
two “dipoles” (bending
magnets) in the LHC
tunnel.

Today 
➤ 20 fb-1 @ 8 TeV 
➤ 13 fb-1 @ 13 TeV (analysed) 

Future 
➤ 2018: 100 fb-1 @ 13 TeV 
➤ 2023: 300 fb-1 @ 1? TeV 
➤ 2035: 3000 fb-1 @ 14 TeV 

1 fb-1 = 1014 collisions

Current analyses based on < 1% of the 
ultimate dataset
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STANDARD MODEL — KNOWABLE UNKNOWNS

8

This is what you get when you buy one 
of those famous CERN T-shirts



STANDARD MODEL — KNOWABLE UNKNOWNS

8

This is what you get when you buy one 
of those famous CERN T-shirts

“understanding” = knowledge  ?
“understanding” = assumption ?



NOTATION

9

Aµ : gauge field

 : fermion field

� : Higgs field

Dµ = @µ + ieAµ etc.

Fµ⌫ ⇠ [Dµ, D⌫ ]

e.g.

¯ D !  Aµ ! fermion-fermion-gauge vertex

i.e. terms of L map to particle interactions

= �0(VEV) +H(Higgs)



GAUGE-MATTER PART

10

e.g. qqγ, qqZ, qqg, eνW interactions  
— well established in ep, e+e–, pp 

collisions, etc. 
≡ KNOWLEDGE 

(also being studied at LHC — e.g. 
jets, DY/Z/W, V+jets, ttbar, etc.)



GAUGE-MATTER PART
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e.g. qqγ, qqZ, qqg, eνW interactions  
— well established in ep, e+e–, pp 

collisions, etc. 
≡ KNOWLEDGE 

(also being studied at LHC — e.g. 
jets, DY/Z/W, V+jets, ttbar, etc.)

Do we “know” everything about this part? 
E.g. direct emission of photon from top 
quarks is, today, at edge of observability. 

But it’s so much like any other gauge-matter 
interaction that we almost take it for 

granted



PURE GAUGE
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e.g. ZWW, 3-gluon interactions — well 
established at LEP (e.g. e+e–→ W+W–)  

≡ KNOWLEDGE 

& also being studied at LHC



PURE GAUGE

11

e.g. ZWW, 3-gluon interactions — well 
established at LEP (e.g. e+e–→ W+W–)  

≡ KNOWLEDGE 

& also being studied at LHC

We’ve seen gauge sectors work 
over and over again 

→ gives us the illusion 
 that the SM is established



HIGGS BOSON

12

LEP precision made it compelling,  
LHC discovered it 
≡ KNOWLEDGE

it behaves in every way like a scalar  
≡ KNOWLEDGE

is it fundamental/pointlike? 
to find out need  

~ high-pT/offshell Higgses 
→ data barely sensitive… 



HIGGS BOSON

12

LEP precision made it compelling,  
LHC discovered it 
≡ KNOWLEDGE

it behaves in every way like a scalar  
≡ KNOWLEDGE

is it fundamental/pointlike? 
to find out need  

~ high-pT/offshell Higgses 
→ data barely sensitive… 

Novelty? If fundamental, very 
(the only fundamental scalar we know of)



GAUGE-HIGGS INTERACTIONS
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Definitely non-zero. 
H→ZZ, H→WW, VBF 

(would require “conspiracy” of couplings  
in order to be substantially different) 

≡ PROBABLY TRUE

Parameter value norm. to SM prediction
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Figure 8: Best fit values of the �(gg ! H ! ZZ) cross section and of ratios of cross sections and branching
fractions, as obtained from the generic parameterisation with nine parameters and tabulated in Table 9 for the
combination of the ATLAS and CMS measurements. Also shown are the results from each experiment. The values
involving cross sections are given for

p
s = 8 TeV, assuming the SM values for �i(7 TeV)/�i(8 TeV). The error

bars indicate the 1� (thick lines) and 2� (thin lines) intervals. The fit results are normalised to the SM predictions
for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.
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Novelty? Covariant derivative D is 
widespread, but first time we see it with a 

scalar
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top? gg→H, H→ γγ ≡ INDIRECT
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bottom? H branching ratios ≡ INDIRECT
tau? ~ observed ≡ ~ KNOWLEDGE

1st & 2nd gen? ≡ IGNORANCE

Parameter value norm. to SM prediction
1− 0 1 2 3 4 5 6

ZZ/BbbB

ZZ/BττB

ZZ/BγγB

ZZ/BWWB

ggFσ/ttHσ

ggFσ/ZHσ

ggFσ/WHσ

ggFσ/VBFσ

ZZ)→H→(ggσ

 Run 1LHC
CMS and ATLAS ATLAS+CMS

ATLAS
CMS
σ1±
σ2±

Th. uncert.

Figure 8: Best fit values of the �(gg ! H ! ZZ) cross section and of ratios of cross sections and branching
fractions, as obtained from the generic parameterisation with nine parameters and tabulated in Table 9 for the
combination of the ATLAS and CMS measurements. Also shown are the results from each experiment. The values
involving cross sections are given for

p
s = 8 TeV, assuming the SM values for �i(7 TeV)/�i(8 TeV). The error

bars indicate the 1� (thick lines) and 2� (thin lines) intervals. The fit results are normalised to the SM predictions
for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.

24

Parameter value norm. to SM prediction
1− 0 1 2 3 4 5 6

ZZ/BbbB

ZZ/BττB

ZZ/BγγB

ZZ/BWWB

ggFσ/ttHσ

ggFσ/ZHσ

ggFσ/WHσ

ggFσ/VBFσ

ZZ)→H→(ggσ

 Run 1LHC
CMS and ATLAS ATLAS+CMS

ATLAS
CMS
σ1±
σ2±

Th. uncert.

Figure 8: Best fit values of the �(gg ! H ! ZZ) cross section and of ratios of cross sections and branching
fractions, as obtained from the generic parameterisation with nine parameters and tabulated in Table 9 for the
combination of the ATLAS and CMS measurements. Also shown are the results from each experiment. The values
involving cross sections are given for

p
s = 8 TeV, assuming the SM values for �i(7 TeV)/�i(8 TeV). The error

bars indicate the 1� (thick lines) and 2� (thin lines) intervals. The fit results are normalised to the SM predictions
for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.

24



YUKAWA COUPLINGS

14

top? gg→H, H→ γγ ≡ INDIRECT

Parameter value norm. to SM prediction
1− 0 1 2 3 4 5 6

ZZ/BbbB

ZZ/BττB

ZZ/BγγB

ZZ/BWWB

ggFσ/ttHσ

ggFσ/ZHσ

ggFσ/WHσ

ggFσ/VBFσ

ZZ)→H→(ggσ

 Run 1LHC
CMS and ATLAS ATLAS+CMS

ATLAS
CMS
σ1±
σ2±

Th. uncert.

Figure 8: Best fit values of the �(gg ! H ! ZZ) cross section and of ratios of cross sections and branching
fractions, as obtained from the generic parameterisation with nine parameters and tabulated in Table 9 for the
combination of the ATLAS and CMS measurements. Also shown are the results from each experiment. The values
involving cross sections are given for

p
s = 8 TeV, assuming the SM values for �i(7 TeV)/�i(8 TeV). The error

bars indicate the 1� (thick lines) and 2� (thin lines) intervals. The fit results are normalised to the SM predictions
for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.

24

Novelty? We’ve never seen anything like it 
→  mystery of 5 orders of magnitude in 
mass between electron & top, CKM
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HIGGS POTENTIAL
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Vacuum Expectation Value (VEV)?  
≡ KNOWLEDGE

Phenomenology: lecture 1 (9/101)

Recall of SM (EW part) Higgs mechanism

V(φ)

|φ0| |φ+|

V(φ)
Higgs fields: complex scalar doublet

φ =

(
φ+

φ0

)
, LH = (Dµφ)†(Dµφ)−V (φ)

Potential has form

V (φ) = −µ2φ†φ+ λ(φ†φ)2

which leads to a Vacuum Ex-
pectation Value (VEV): |φ| =√

µ2/2λ = v/
√

2.

SU(2) symmetry of configurations with |φ| = v/
√

2. Choose gauge
transformation (unitary gauge) to map

φ→
(

0
(v + H)/

√
2

)

2nd derivative (~mH)?  
[not a prediction of the theory  

& any realistic theory must have a 
minimum & 2nd derivative]  

≡ KNOWLEDGE

φ2+φ4? ≡ ASSUMPTION



HIGGS POTENTIAL

15

Vacuum Expectation Value (VEV)?  
≡ KNOWLEDGE

Novelty? Theorists’ toy model, 
never seen in nature (as fundamental); 
Connects with stability of universe

Phenomenology: lecture 1 (9/101)

Recall of SM (EW part) Higgs mechanism

V(φ)

|φ0| |φ+|

V(φ)
Higgs fields: complex scalar doublet

φ =

(
φ+

φ0

)
, LH = (Dµφ)†(Dµφ)−V (φ)
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√
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0
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2nd derivative (~mH)?  
[not a prediction of the theory  

& any realistic theory must have a 
minimum & 2nd derivative]  

≡ KNOWLEDGE

φ2+φ4? ≡ ASSUMPTION



OVERALL TODAY
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KNOWLEDGEASSUMPTION

There remains a lot to establish  
in the Higgs sector
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KNOWLEDGEASSUMPTION

There remains a lot to establish  
in the Higgs sector

t b τ

c s μ

u s e



BY END OF THE LHC PROGRAMME (~2035)?
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KNOWLEDGEASSUMPTION
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BY END OF THE LHC PROGRAMME (~2035)?
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KNOWLEDGEASSUMPTION

t b τ

c s μ

u s e

or falsification



HOW?
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What do ATLAS & CMS use to make sense of this?
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Jets as projections[Introduction]

[Background knowledge]

jet 1 jet 2

LO partons

Jet Def n

jet 1 jet 2

Jet Def n

NLO partons

jet 1 jet 2

Jet Def n

parton shower

jet 1 jet 2

Jet Def n

hadron level

π π

K
p φ

Projection to jets should be resilient to QCD effects

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 8 / 35

projection to jets gives simplified view of  the essence of  an event 



Most of the rest: predicting what happens in hadron collisions
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Key question today: precision of predictions. Here’s an example why
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2

the SM, the light-quark e↵ects are small. Specifically, in
comparison to the Higgs e↵ective field theory (HEFT)
prediction, in gg ! hj the bottom contribution has
an e↵ect of around �5% on the di↵erential distribu-
tions for pT . mh/2 while the impact of the charm
quark is at the level of �1%. Likewise, the combined
gQ ! hQ, QQ̄ ! hg channels (with Q = b, c) lead to a
shift of roughly 2%. Precision measurements of the Higgs
distributions for moderate pT values combined with pre-
cision calculations of these observables are thus needed
to probe O(1) deviations in yb and yc. Achieving such
an accuracy is both a theoretical and experimental chal-
lenge, but it seems possible in view of foreseen advances
in higher-order calculations and the large statistics ex-
pected at future LHC upgrades.

Theoretical framework. The goal of our work is
to explore the sensitivity of the Higgs-boson (pT,h) and
leading-jet (pT,j) transverse momentum distributions in
inclusive Higgs production to simultaneous modifications
of the light Yukawa couplings. We consider final states
where the Higgs boson decays into a pair of electroweak
bosons. In order to be insensitive to the variations of
the corresponding branching ratios due to light Yukawa
modifications, we normalise the distributions to the in-
clusive cross section in the considered channels. The ef-
fect on branching ratios can be included in the context of
a global analysis, jointly with the method proposed here.

The gg ! hj channel has been analysed in depth in
the HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two spec-
tra and the total cross section have been studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM, the
LO distribution for this process has been derived long
ago [14, 15], and the next-to-leading-order (NLO) cor-
rections to the total cross section have been calculated
in [16–20]. In the context of analytic resummations of
the Sudakov logarithms ln (pT /mh), the inclusion of mass
corrections to the HEFT has been studied both for the
pT,h and pT,j distributions [21–23]. More recently, the
first resummations of some of the leading logarithms (1)
have been accomplished both in the abelian [24] and
in the high-energy [25] limit. The reactions gQ !
hQ, QQ̄ ! hg have been computed at NLO [26, 27] in
the five-flavour scheme that we employ here, and the re-
summation of the logarithms ln (pT,h/mh) in QQ̄ ! h
has also been performed up to next-to-next-to-leading-
logarithmic (NNLL) order [28].

In the case of gg ! hj, we generate the LO spectra
with MG5aMC@NLO [29]. We also include NLO corrections
to the spectrum in the HEFT [30–32] using MCFM [33].
The total cross sections for inclusive Higgs production are
obtained from HIGLU [34], taking into account the next-
to-next-to-leading order corrections in the HEFT [35–
37]. Sudakov logarithms ln (pT /mh) are resummed up

10 20 30 40 50 60
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M κc = -10

κc= -5

κc = 0
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Figure 1: The pT,j normalised spectrum of inclusive Higgs
production divided by the SM prediction for di↵erent values
of b (upper panel) and c (lower panel). In each panel only
the indicated Q is modified, while the remaining Yukawa
couplings are kept at their SM values.

to NNLL order both for pT,h [38–40] and pT,j [41–43],
treating mass corrections following [23]. The latter ef-
fects will be significant, once the spectra have been pre-
cisely measured down to pT values of O(5GeV). The
gQ ! hQ, QQ̄ ! hg contributions to the distributions
are calculated at NLO with MG5aMC@NLO [44] and cross-
checked against MCFM. The obtained events are showered
with PYTHIA 8 [45] and jets are reconstructed with the
anti-kt algorithm [46] as implemented in FastJet [47]
using R = 0.4 as a radius parameter.

Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, present in the
gg ! hj case) scales is mh/2. Perturbative uncertainties

impact of modified Hcc 
coupling on Higgs+jet pT dist

Bishara, Haisch, Monni & Re, arXiv:1606.09253  
(cf. also Soreq, Zhu, Zupan,  arXiv:1606.09621)

g

H

g g

loop can have top, bottom 
charm (etc.) quarks

➤ quark mass affects momentum distribution 
of Higgs 

➤ full distribution affected by relative 
contributions of top, bottom and charm 

→ sensitivity to Hcc Yukawa coupling
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to NNLL order both for pT,h [38–40] and pT,j [41–43],
treating mass corrections following [23]. The latter ef-
fects will be significant, once the spectra have been pre-
cisely measured down to pT values of O(5GeV). The
gQ ! hQ, QQ̄ ! hg contributions to the distributions
are calculated at NLO with MG5aMC@NLO [44] and cross-
checked against MCFM. The obtained events are showered
with PYTHIA 8 [45] and jets are reconstructed with the
anti-kt algorithm [46] as implemented in FastJet [47]
using R = 0.4 as a radius parameter.

Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, present in the
gg ! hj case) scales is mh/2. Perturbative uncertainties

impact of modified Hcc 
coupling on Higgs+jet pT dist

Bishara, Haisch, Monni & Re, arXiv:1606.09253  
(cf. also Soreq, Zhu, Zupan,  arXiv:1606.09621)

g

H

g g

loop can have top, bottom 
charm (etc.) quarks

➤ quark mass affects momentum distribution 
of Higgs 

➤ full distribution affected by relative 
contributions of top, bottom and charm 

→ sensitivity to Hcc Yukawa coupling
One of countless examples where precision could be key to  

establishing Standard Model (or discovering new physics)
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Protons are composite objects (uud + gluons 
+ …) 

Quantitative LHC physics requires 
knowledge of PDFs:

fi/p(x, µ
2)

➤ number of partons of flavour i [=u, d, g, …] 
➤ inside a fast-moving proton p 
➤ carrying a fraction x of the proton’s momentum 
➤ when viewed with resolution momentum scale μ [~ 1/wavelength of probe]

mom. fr
actio

n xi
proton
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LHC physics 
needs PDFs in region 

~ 10-3 – 0.5 

Typically known with good 
precision ~1–3%

fi/p(x, µ
2)

mom. fr
actio

n xi
proton
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E.g.  NNPDF, MMHT, CT & PDF4LHC working group (+ also HERAPDF, ABM, …)
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LHC physics 
needs PDFs in region 

~ 10-3 – 0.5 

Typically known with good 
precision ~1–3%

fi/p(x, µ
2)

mom. fr
actio

n xi
proton
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E.g.  NNPDF, MMHT, CT & PDF4LHC working group (+ also HERAPDF, ABM, …)
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One exception:  

the photon distribution 
inside the proton 

(had up to 100% uncertainty)

fi/p(x, µ
2)
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γ

γ from  
NNPDF23



the photon distribution  
inside the proton
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or “how much light accompanies a fast-moving proton?”  
 

based on Manohar, Nason, GPS & Zanderighi  
PRL ’16 (Editors’ Suggestion)  

+ work in progress
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pp → H W+ (→ l+ν) + X  at 13 TeV

non-photon induced contributions 91.2 ± 1.8 fb

photon-induced contribs (NNPDF23) 6.0 +4.4–2.9 fb

non-photon numbers from LHCHXSWG (YR4)  
including PDF uncertainties

photon 
contribution 
brings the  

largest overall 
uncertainty
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FIG. 7. (a) Prediction of the DY+PI dilepton spectrum for the 100 NNPDF replicas. (b) central value for the DY (black line)
and DY+PI (red line) dilepton spectrum from NNPDF including the PDF error band for the two cases. (c) Relative impact of
the PDF uncertainties with (magenta line) and without (blue line) the PI contribution. Standard acceptance cuts are applied
(|⌘l| < 2.5 and plT > 20 GeV).

on the central value. The methods are basically two. CTEQ and MRST apply the Hessian method that exploits
PDF eigenvalues [10, 43]. In this approach, the error is estimated from the standard deviation of a limited number
of central values coming from the di↵erence of paired PDF fits (order 20 pair of fits). The other procedure consists
in applying the replicas method and is adopted by the NNPDF collaboration. The error on the PDF central value
is computed as the standard deviation of a large set of replicas (order 100) that represent other possible fits of the
experimental data [29, 31]. For any observable, the central value is defined as the average of the di↵erent replicas and
its error is given by the standard deviation as summarized by the following equations

O0 = hOi = 1

N

NX

k=1

Ok, (III.1)

(�O)2 =
1

N

NX

k=1

(Ok �O0)
2, (III.2)

where Ok (k = 1, ..., N) are the N replicas. Following this approach, we have evaluated the di↵erential cross section
for the hundred NNPDF replicas for both the DY and PI processes. The good quality of the quark (antiquark) fit
translates into a rather satisfactory prediction for the DY dilepton spectrum. This is shown in Fig. 5a where we plot
the dilepton invariant mass distribution for all the replicas. The result of the averaging procedure gives the central
value and the error band visible in Fig. 5b.
At the LHC RunII with 13 TeV, the PDF uncertainty coming from the large-x region is pushed towards higher dilepton
invariant masses, compared to RunI. More in detail, the relative PDF error grows above 10% for Mll � 4 TeV and
goes up sharply to 80% at the LHC potential edge around Mll ' 6 TeV, as shown in Fig.5c. The theoretical error on
the DY process initiated by a quark-antiquark interaction looks reasonably under control over a large portion of the

Accomando et al,  
1606.06646

di-lepton spectrum
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At the LHC RunII with 13 TeV, the PDF uncertainty coming from the large-x region is pushed towards higher dilepton
invariant masses, compared to RunI. More in detail, the relative PDF error grows above 10% for Mll � 4 TeV and
goes up sharply to 80% at the LHC potential edge around Mll ' 6 TeV, as shown in Fig.5c. The theoretical error on
the DY process initiated by a quark-antiquark interaction looks reasonably under control over a large portion of the
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the PDF uncertainties with (magenta line) and without (blue line) the PI contribution. Standard acceptance cuts are applied
(|⌘l| < 2.5 and plT > 20 GeV).

on the central value. The methods are basically two. CTEQ and MRST apply the Hessian method that exploits
PDF eigenvalues [10, 43]. In this approach, the error is estimated from the standard deviation of a limited number
of central values coming from the di↵erence of paired PDF fits (order 20 pair of fits). The other procedure consists
in applying the replicas method and is adopted by the NNPDF collaboration. The error on the PDF central value
is computed as the standard deviation of a large set of replicas (order 100) that represent other possible fits of the
experimental data [29, 31]. For any observable, the central value is defined as the average of the di↵erent replicas and
its error is given by the standard deviation as summarized by the following equations

O0 = hOi = 1

N

NX

k=1

Ok, (III.1)

(�O)2 =
1

N

NX

k=1

(Ok �O0)
2, (III.2)

where Ok (k = 1, ..., N) are the N replicas. Following this approach, we have evaluated the di↵erential cross section
for the hundred NNPDF replicas for both the DY and PI processes. The good quality of the quark (antiquark) fit
translates into a rather satisfactory prediction for the DY dilepton spectrum. This is shown in Fig. 5a where we plot
the dilepton invariant mass distribution for all the replicas. The result of the averaging procedure gives the central
value and the error band visible in Fig. 5b.
At the LHC RunII with 13 TeV, the PDF uncertainty coming from the large-x region is pushed towards higher dilepton
invariant masses, compared to RunI. More in detail, the relative PDF error grows above 10% for Mll � 4 TeV and
goes up sharply to 80% at the LHC potential edge around Mll ' 6 TeV, as shown in Fig.5c. The theoretical error on
the DY process initiated by a quark-antiquark interaction looks reasonably under control over a large portion of the
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Figure 8: Comparison of the electron (red points), muon (blue points) and combined (black points) fiducial Born-
level cross sections, di↵erential in invariant mass m`` and absolute dilepton pseudorapidity separation |�⌘`` |. The
error bars represent the statistical uncertainty. The inner shaded band represents the systematic uncertainty on the
combined cross sections, and the outer shaded band represents the total measurement uncertainty (excluding the
luminosity uncertainty). The central panel shows the ratio of each measurement channel to the combined data, and
the lower panel shows the pull of the electron (red) and muon (blue) channel measurements with respect to the
combined data. 25
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factorisation scale uncertainties and the PI uncertainty.

30

C
o

m
b

in
a

tio
n

C
h

a
n

n
e

l

0.9

1

1.1

|
ll

η∆|

0 0.5 1 1.5 2 2.5

P
u

ll

-2
0
2

 [
p

b
/G

e
V

]
|

ll
η

∆
d

|
ll

md
σ

2 d

0

10

20

30

40

50

-310×

w/o luminosity uncer.

Combination

Electron channel

Muon channel

Stat. uncertainty

Syst. uncertainty

Total uncertainty

ATLAS

-1 = 8 TeV, 20.3 fbs

 < 150 GeV
ll

m116 GeV < 

C
o

m
b

in
a

tio
n

C
h

a
n

n
e

l

0.9

1

1.1

|
ll

η∆|

0 0.5 1 1.5 2 2.5 3

P
u

ll

-2
0
2

 [
p

b
/G

e
V

]
|

ll
η

∆
d

|
ll

md
σ

2 d

0

2

4

6

8

10

12
-310×

w/o luminosity uncer.

Combination

Electron channel

Muon channel

Stat. uncertainty

Syst. uncertainty

Total uncertainty

ATLAS

-1 = 8 TeV, 20.3 fbs

 < 200 GeV
ll

m150 GeV < 

C
o

m
b

in
a

tio
n

C
h

a
n

n
e

l

0.9

1

1.1

|
ll

η∆|

0 0.5 1 1.5 2 2.5 3

P
u

ll

-2
0
2

 [
p

b
/G

e
V

]
|

ll
η

∆
d

|
ll

md
σ

2 d

0

0.5

1

1.5

2

2.5
-310×

w/o luminosity uncer.

Combination

Electron channel

Muon channel

Stat. uncertainty

Syst. uncertainty

Total uncertainty

ATLAS

-1 = 8 TeV, 20.3 fbs

 < 300 GeV
ll

m200 GeV < 

C
o

m
b

in
a

tio
n

C
h

a
n

n
e

l

0.9

1

1.1

|
ll

η∆|

0 0.5 1 1.5 2 2.5 3

P
u

ll

-2
0
2

 [
p

b
/G

e
V

]
|

ll
η

∆
d

|
ll

md
σ

2 d

0

0.05

0.1

0.15

0.2

0.25

0.3
-310×

w/o luminosity uncer.

Combination

Electron channel

Muon channel

Stat. uncertainty

Syst. uncertainty

Total uncertainty

ATLAS

-1 = 8 TeV, 20.3 fbs

 < 500 GeV
ll

m300 GeV < 

C
o

m
b

in
a

tio
n

C
h

a
n

n
e

l

0.6

0.8

1

1.2

1.4

|
ll

η∆|

0 0.5 1 1.5 2 2.5 3

P
u

ll

-2
0
2

 [
p

b
/G

e
V

]
|

ll
η

∆
d

|
ll

md
σ

2 d

0

2

4

6

8

10

-610×

w/o luminosity uncer.

Combination

Electron channel

Muon channel

Stat. uncertainty

Syst. uncertainty

Total uncertainty

ATLAS

-1 = 8 TeV, 20.3 fbs

 < 1500 GeV
ll

m500 GeV < 

Figure 8: Comparison of the electron (red points), muon (blue points) and combined (black points) fiducial Born-
level cross sections, di↵erential in invariant mass m`` and absolute dilepton pseudorapidity separation |�⌘`` |. The
error bars represent the statistical uncertainty. The inner shaded band represents the systematic uncertainty on the
combined cross sections, and the outer shaded band represents the total measurement uncertainty (excluding the
luminosity uncertainty). The central panel shows the ratio of each measurement channel to the combined data, and
the lower panel shows the pull of the electron (red) and muon (blue) channel measurements with respect to the
combined data. 25
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Figure 8: Comparison of the electron (red points), muon (blue points) and combined (black points) fiducial Born-
level cross sections, di↵erential in invariant mass m`` and absolute dilepton pseudorapidity separation |�⌘`` |. The
error bars represent the statistical uncertainty. The inner shaded band represents the systematic uncertainty on the
combined cross sections, and the outer shaded band represents the total measurement uncertainty (excluding the
luminosity uncertainty). The central panel shows the ratio of each measurement channel to the combined data, and
the lower panel shows the pull of the electron (red) and muon (blue) channel measurements with respect to the
combined data. 25
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Figure 12: The ratio of theoretical NNLO pQCD and NLO EW calculations to the combined double-di↵erential
cross section as a function of invariant mass m`` and absolute dilepton pseudorapidity separation |�⌘`` | at Born-
level within the fiducial region with statistical, systematic and total uncertainties, excluding the 1.9% uncertainty
on the luminosity. The calculations are shown for the MMHT14 PDF with and without the PI contribution on the
left side and for MMHT14, HERAPDF2.0, CT10, ABM12 and NNPDF3.0 on the right side. The uncertainty band
on the left side displays the combined 68% confidence level (CL) PDF and ↵S variation, the renormalisation and
factorisation scale uncertainties and the PI uncertainty.
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Figure 8: Comparison of the electron (red points), muon (blue points) and combined (black points) fiducial Born-
level cross sections, di↵erential in invariant mass m`` and absolute dilepton pseudorapidity separation |�⌘`` |. The
error bars represent the statistical uncertainty. The inner shaded band represents the systematic uncertainty on the
combined cross sections, and the outer shaded band represents the total measurement uncertainty (excluding the
luminosity uncertainty). The central panel shows the ratio of each measurement channel to the combined data, and
the lower panel shows the pull of the electron (red) and muon (blue) channel measurements with respect to the
combined data. 25
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Figure 12: The ratio of theoretical NNLO pQCD and NLO EW calculations to the combined double-di↵erential
cross section as a function of invariant mass m`` and absolute dilepton pseudorapidity separation |�⌘`` | at Born-
level within the fiducial region with statistical, systematic and total uncertainties, excluding the 1.9% uncertainty
on the luminosity. The calculations are shown for the MMHT14 PDF with and without the PI contribution on the
left side and for MMHT14, HERAPDF2.0, CT10, ABM12 and NNPDF3.0 on the right side. The uncertainty band
on the left side displays the combined 68% confidence level (CL) PDF and ↵S variation, the renormalisation and
factorisation scale uncertainties and the PI uncertainty.
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qq̄ ! e+e�qq̄ ! e+e�qq̄ ! e+e�
+ few % from

�� ! e+e��� ! e+e��� ! e+e�95-99% from

di-lepton spectrum

ATLAS



is there another  
way of doing this?
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photon distribution from fast-moving charged particle

Point-like particle, e.g. electrons 
➤ Fermi, Z. Phys. 1924 ; von Weizsäcker, Z. Phys 1924; Williams, Phys.Rev. 1934  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Point-like particle, e.g. electrons 
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But protons are not point-like… 
➤ Budnev, Ginzburg, Meledin & Serbo, Phys.Rept. 1974 
→ an answer for the case where the proton remains  
intact after photon emission  

given in terms of “proton form factors” (measurable from elastic ep scattering)



“number of photons” inside a proton?
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of different Fock states, some of 
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“number of photons” inside a proton?
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p p

γ

p p

γ

π

p
p

γ

π
π

Understanding this from first 
principles is a strong-coupling non-
perturbative problem (beyond ability 
of lattice QCD) 

Main approach in widely used γ 
determinations: models.

e

e

e

Proton constantly fluctuates in & out 
of different Fock states, some of 
which have a photon. 

Ιf you absorb the γ, proton breaks up.



Widely discussed photon-PDF estimates
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elastic inelastic
public computer-
readable form?

Gluck Pisano Reya 2002 dipole model ✘

MRST2004qed ✘ model ✓

CT14qed_inc dipole model  
(data-constrained) ✓

Martin Ryskin 2014 dipole  
(only electric part) model ✘

Harland-Lang, Khoze Ryskin 2016 dipole model ✘

NNPDF23qed no separation; fit to data ✓

…



electron–proton scattering
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electron

proton

➤ Experiments have been going on 
for decades 

➤ Usually seen as photons from 
electron probing proton structure



electron–proton scattering
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electron

proton

➤ Experiments have been going on 
for decades 

➤ Usually seen as photons from 
electron probing proton structure 

➤ But can be viewed as electron 
probing proton’s photonic field

In will often be useful to use FL instead of F
1

, where

FL(x,Q
2) =

✓
1 +

4m2

px
2

Q2

◆
F
2

(x,Q2)� 2xF
1

(x,Q2) . (25)

This gives us

d�

dxdQ2

=
4⇡↵2

xQ4

✓✓
1� y +

y2

2

✓
1 + 2x2

m2

p

Q2

◆◆
F
2

(x,Q2)� y2

2
FL(x,Q

2)

◆
. (26)

5 The ep ! LX process

We take a �e ! L interaction vertex of the form

V µ =
ig

⇤
(�µ�⌫ � �⌫�µ)q⌫ , (27)

where g2/4⇡ ⌘ ↵ and ⇤ is some scale to ensure correct dimensions for V µ and the mass of
the heavy lepton L is M . Throughout this section we will have a leptonic tensor

Lµ⌫ = � g2

⇤2

Tr (/k(/q�µ � �µ/q)(/k � /q +M)(/q�⌫ � �⌫/q)) (28)

with the convention that the incoming electron momentum is k and the incoming photon
momentum is �q. Note that Lµ⌫ does not include any spin-averaging factors.

5.1 Born �e ! L process

The squared matrix element for the �e ! L process is then obtained by summing over
photon spins, �Lµ⌫gµ⌫ ,

|M2| = 8(d� 2)g2M4

⇤2

(29)

To get the cross section we average over incoming spins, a factor of 1/(2d � 4), include a
flux factor 1/|4k.q| = 1/(2M2) as well as the phasespace, Eq. (46.12) from [?], i.e. a factor
2⇡�(ŝ�M2):

�̂
(0)

�e!L+X(ŝ) =
⇡

4M2

|M2|�(ŝ�M2) = 16⇡2↵
M2

⇤2

�(ŝ�M2) (30)

If we have a flux of photons from the proton given by dn�/dx = f�/p(x), where x is the
momentum fraction carried by the photon, then using s = 2xEpEk, we obtain

� =

Z
dx16⇡2↵

M2

⇤2

�(2xEpEk �M2)f�/p(x) (31)

=

Z
dx

16⇡2↵

⇤2

xf�/p(x)�(x�M2/s) =
16⇡2↵

⇤2

M2

s
f�/p

✓
M2

s

◆
(32)

7

➤ Eveything about electron–proton interaction encoded in 
two “structure functions” F2(x,Q2) & FL(x,Q2)



Photon PDF in terms of F2 and FL — the LUXqed approach

It subsequently emerged that two “forgotten” papers, Anlauf et. al, CPC70(1992)97 
Mukherjee & Pisano, hep-ph/0306275, had the correct integrand (but not the limits) 
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2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W

µ⌫

(p, q) = �g
µ⌫

F
1

(x
Bj

, Q2) +
p
µ

p
⌫

/(pq)F
2

(x
Bj

, Q2) up to terms proportional
to q

µ

, q
⌫

, and the leptonic tensor is Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find

� =
c
0

2⇡

Z
1� 2xm

p

M

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2

+
2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/(s � m2

p

), m
p

is the proton mass,
F
L

(x,Q2) = (1+4m2

p

x2/Q2)F
2

(x,Q2)�2xF
1

(x,Q2) and
c
0

= 16⇡2/⇤2. Assuming that M2 � m2

p

, we have
Q2

min

= x2m2

p

/(1� z) and Q2

max

= M2(1� z)/z.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
1

x

dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
� 2 + 3z+

+ zp
�q

(z) ln
M2(1� z)2

zµ2

#
X

i2{q,q̄}

e2
i

�
ai

+ . . . , (5)

where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q

(z) +
2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

(x,Q2) =
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

(x,Q2) =
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-



DATA

➤ x, Q2 plane naturally breaks up 
into regions with different 
physical behaviours and data 
sources 

➤ We don’t use F2 and FL data 
directly, but rather various fits to 
data
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ELASTIC COMPONENT

➤ Elastic component of F2/L lives at 
x=1 

➤ Express in terms of Sachs Form 
factors
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2

e2/(4⇡) ⌘ ↵ is the QED coupling and the arbitrary scale
⇤ � p

s is introduced to ensure the correct dimensions,
where

p
s is the centre-of-mass energy.

The crucial observation that we rely on is inspired in
part by Drees and Zeppenfeld’s study of supersymmet-
ric particle production at ep colliders [29]: there are two
ways of writing the heavy-lepton production cross section
�, one in terms of standard proton structure functions,
F
2

(x,Q2) and F
L

(x,Q2), the other in terms of the proton
parton distribution functions (PDFs) f

a/p

(x, µ2), where
the dominant flavour that contributes will be a = �.
Equating the latter with the former will allow us to de-
termine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) +X

� =
1

4p · k
Z

d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where q = k � k0, Q2 = �q2, W
µ⌫

(p, q) =
�g

µ⌫

F
1

(x,Q2) + p
µ

p
⌫

/(pq)F
2

(x,Q2) + O(q
µ

, q
⌫

) is the
proton hadronic tensor as defined in [30], and Lµ⌫(k, q) =
1
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(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
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⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
is the lep-

tonic tensor. We define the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the lL̄� vertex are renormalised.
For s,M2 � m2

p

, where m
p

is the proton mass, one
obtains
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where x = M2/s, Q2

min

= x2m2

p

/(1�z), Q2

max

= M2/(1�
z) and c

0

= 16⇡2/⇤2.
The same result in terms of parton distributions can

be written as
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where in the MS factorisation scheme
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with e
q

the charge of quark flavour q and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to
keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):
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where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n. The last term in this equa-
tion is the conversion to the MS scheme, and is small (see
Fig. 2).
From Eq. (6) one can derive expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [31].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F
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and
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where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [32]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. The dipole form is of inter-
est for understanding qualitative asymptotic behaviours,
predicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated
by the magnetic component, and f

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [33],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq.(6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
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�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
1

4p · k
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(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W

µ⌫

(p, q) = �g
µ⌫

F
1

(x
Bj

, Q2) +
p
µ

p
⌫

/(pq)F
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, Q2) up to terms proportional
to q
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, q
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, and the leptonic tensor is Lµ⌫(k, q) =
1
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. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find

� =
c
0

2⇡

Z
1� 2xm

p

M

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2

+
2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/(s � m2

p

), m
p

is the proton mass,
F
L

(x,Q2) = (1+4m2

p

x2/Q2)F
2

(x,Q2)�2xF
1

(x,Q2) and
c
0

= 16⇡2/⇤2. Assuming that M2 � m2

p

, we have
Q2

min

= x2m2

p

/(1� z) and Q2

max

= M2(1� z)/z.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
1

x

dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
� 2 + 3z+

+ zp
�q

(z) ln
M2(1� z)2

zµ2

#
X

i2{q,q̄}

e2
i

�
ai

+ . . . , (5)

where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q

(z) +
2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

(x,Q2) =
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

(x,Q2) =
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-
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Figure 1: Elastic form factors (ratio to standard dipole form) as fitted by the A1 collabo-
ration [B+14]. Left: electric. Right: magnetic.

Other things to look at include [PPJ+15, A+15]. A widely used (but older) parametrisation
is [Kel04].

[Quote a number for µp; check to see if there are other refs; and settle on a
parametrisation].

We need to decide what corrections to use relative to the dipole form factor. The fits
from the A1 collaboration [B+14] are shown in Fig. 1. In particular, the world fits show
two extractions, with and without polarized data. It seems that the latter are important
for the extraction of two-photon-exchange (TPE) corrections. CLAS [A+15] doesn’t refer
to A1, but does claim that an independent method of extracting TPE corrections suggests
that the extractions from the polarized data are more reliable.

7.2 Longitudinal v. Transverse structure functions and cross
sections

Eq. (10) from Ref. [RSB99] tells us:

FL(x,Q
2) = F

2

(x,Q2)

✓
1 +

4m2

px
2

Q2

◆
RL/T (x,Q2)

1 +RL/T (x,Q2)
(66)

where they also write RL/T (x,Q2) = �L(x,Q2)/�T (x,Q2). Their section 3 discusses data
(as of 1999) on transverse and longitudinal moments of cross sections, still to be read.
Ref. [O+03]’s Appendix A gives a parametrisation, as does [A+99] (R1998). The latter is
used in the parametrisation of world data on F

2

by HERMES [A+11].
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RESONANCE COMPONENT

➤ proton gets excited, e.g. to  
Δ→ pπ and higher resonances 

➤ relevant for  
(mp+mπ)2<W2<3.5GeV2

49

Δ(1232)

8

relevant kinematic range is very insensitive to the value
of R. In fact even a 100% systematic uncertainty on R
gives only a few percent uncertainty on F2. The relative
total systematic error is given by:

δsys
F2

(x, Q2) =

[

δ2
sys(x, Q2) +

(

1 − ϵ

1 + ϵR

δR

1 + R

)2]1/2

.

(22)
The uncertainties of R given in Ref. [14] were propagated
to the resulting F2, and the actual systematic errors in-
troduced by δR were always lower than 3%.

The combined statistical and systematic precision of
the obtained structure function F2 is strongly depen-
dent on kinematics and the statistical errors vary from
0.2% up to 30% at the largest Q2 where statistics are
very limited. Fig. 6 shows a comparison between the
F2 data from CLAS and the other world data in the
Q2 = 0.775 GeV2 bin. The observed discrepancies with
the data from Ref. [7] which fill the large x region in
Fig. 6 are mostly within the systematic errors. Because
of the much smaller bin centering corrections in this Q2

region our data are in a better agreement with data pre-
viously measured at SLAC, given in Ref. [22], and the
parameterization of those from Ref. [21, 22]. The average
statistical uncertainty is about 5%; the systematic uncer-
tainties range from 2.5% up to 30%, with the mean value
estimated as 7.7% (see Table I). The values of F2(x, Q2)
determined using our data are tabulated elsewhere [10].

TABLE I: Range and average of systematic errors on F2.

Source of uncertainties Variation range Average
[%] [%]

Efficiency evaluation 1-9 4.3
e+e− pair production correction 0-3 0.3

Photoelectron correction 0.1-2.2 0.6
Radiative correction 1.5-20 3.2

Momentum correction 0.1-30 3.5
Uncertainty of R = σL

σT
0.5-5 2.4

Total 2.5-30 7.7

G. Moments of the Structure Function F2

As discussed in the introduction, the final goal of this
analysis is the evaluation of the Nachtmann moments of
the structure function F2. The total Nachtmann mo-
ments were computed as the sum of the elastic and in-
elastic moments:

Mn = M el
n + M in

n . (23)

The contribution originating from the elastic peak was
calculated according to the following expression from

x

F 2
(x
)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

FIG. 6: Structure function F2(x,Q2) at Q2 = 0.775 GeV2:
stars represent experimental data obtained in the present
analysis with systematic errors indicated by the hatched
area, empty circles show data from previous experiments
[7, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44] and
the solid line represents the parametrization from Ref. [14].

Ref. [14]:

M el
n =

(

2

1 + r

)n+1 3 + 3(n + 1)r + n(n + 2)r2

(n + 2)(n + 3)

G2
E(Q2) + Q2

4M2 G2
M (Q2)

1 + Q2

4M2

, (24)

where the proton form factors G2
E(Q2) and G2

M (Q2) are
from Ref. [8] modified according the recently measured
data on GE/GM [9], as described in Ref. [10].

The evaluation of the inelastic moment M in
n involves

the computation at fixed Q2 of an integral over x. For
this purpose, in addition to the results obtained from the
CLAS data, world data on the structure function F2 from
Refs. [7, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42,
43, 44] and data on the inelastic cross section [21, 22, 45]
were used to reach an adequate coverage (see Fig. 1).
The integral over x was performed numerically using the
standard trapezoidal method TRAPER [46]. Data from
Ref. [47] were not included in the analysis due to their
inconsistency with other data sets as explained in detail
in Ref. [48], and data from Ref. [49, 50] were not included
due to the large experimental uncertainties.

The Q2-range from 0.05 to 3.75 (GeV/c)2 was divided
into ∆Q2 = 0.05 (GeV/c)2 bins. Then within each Q2

bin the world data were shifted to the central bin value
Q2

0, using the fit of FB
2 (x, Q2) from Ref. [14]. Here the fit

FB
2 (x, Q2) consists of two parts, a parametrization [21,

22] in the resonance region (W < 2.5 GeV), and a QCD-
like fit from Ref. [51] in the DIS (W > 2.5 GeV):

F2(x, Q2
0) =

F2(x, Q2)

FB
2 (x, Q2)

FB
2 (x, Q2

0) . (25)

Q2 = 0.775 GeV2

N(1520)
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CONTINUUM COMPONENT

➤ Much data 
➤ For Q2 → 0, σγp indep. of Q2 at fixed 

W2

50
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Figure 9: HERMES data for the photon-proton cross section σp
L+T as a function of W 2, together

with world data and the results from the GD11-P fit (central curves) and its uncertainties (outer
curves), in bins of Q2. The data points denoted ’real photon’ are for photoproduction. Inner error
bars are statistical uncertainties, while outer error bars are total uncertainties calculated as the
sum in quadrature of all statistical and systematic uncertainties including normalization.
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CONTINUUM COMPONENT

➤ Less direct data for F2 and FL at 
high Q2 

➤ But we can reliably use PDFs and 
coefficient functions (up to 
NNLO) to calculate them 

➤ Our default choice is 
PDF4LHC15_nnlo_100 (and 
zero-mass variable flavour-
number scheme)
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photon PDF results
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γ from  
NNPDF23

➤ Model-independent uncertainty 
(NNPDF) was 50–100%
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γ from  
LUXqed

➤ Model-independent uncertainty 
(NNPDF) was 50–100% 

➤ Goes down to O(1%) with 
LUXqed determination

pp → H W+ (→ l+ν) + X  at 13 TeV

non-photon induced contributions 91.2 ± 1.8 fb

photon-induced contribs 
(NNPDF23) 6.0 +4.4–2.9 fb

photon-induced contribs (LUXqed) 4.4 ± 0.1 fb



How much light is there in the proton? [Momentum fraction]
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momentum (μ = 100 GeV)
gluon 46.8 ± 0.4%

up valence 18.2 ± 0.3%
down valence   7.5 ± 0.2%

light sea quarks 20.7 ± 0.4%
charm 4.0 ± 0.1%
bottom 2.5 ± 0.1%
photon 0.426 ± 0.003%

LUXqed_plus_PDF4LHC15_nnlo_100 
(1+107 members, symmhessian, errors 

 handled by LHAPDF out of the box,  
valid for μ > 10 GeV) 
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Summary

➤ The LHC has a rich programme in the years ahead to establish large 
parts of the Higgs sector of the Standard Model 

➤ Extracting qualitatively new information, depends on quantitative 
precision in understanding proton–proton collisions 

➤ New ways of thinking about precision LHC physics can bring big 
payoffs (and solve long-standing basic physics problems, e.g. γ PDF) 

➤ Search for New Physics (BSM) continues, aided by the progress 
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Discovery potential: (now → HL-LHC) > (run I → now)
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[preliminary plot]

Z’ exclusion reach v. lumi

Today 
➤ 20 fb-1 @ 8 TeV 
➤ 13 fb-1 @ 13 TeV (results) 

Future 
➤ 2018: 100 fb-1 @ 13 TeV 
➤ 2023: 300 fb-1 @ 1? TeV 
➤ 2035: 3000 fb-1 @ 14 TeV 

1 fb-1 = 1014 collisions



But not clear that dark matter is “standard” WIMP-like

[…] Standard cosmological 
[… simulations with] dark 
matter halos […] do not 
naturally lead to realistic 
galaxies [44, 46]. 
Complicated […] “feedback” 
must be invoked […] 
Whether such processes can 
satisfactorily explain the 
radial acceleration relation 
and its small scatter remains 
to be demonstrated [47, 48].  

PRL117, 201101 (2016)
59

4

FIG. 3. The centripetal acceleration observed in rotation
curves, g

obs

= V 2/R, is plotted against that predicted for
the observed distribution of baryons, g

bar

= |@�
bar

/@R| in
the upper panel. Nearly 2700 individual data points for 153
SPARC galaxies are shown in grayscale. The mean uncer-
tainty on individual points is illustrated in the lower left cor-
ner. Large squares show the mean of binned data. Dashed
lines show the width of the ridge as measured by the rms in
each bin. The dotted line is the line of unity. The solid line
is the fit of eq. 4 to the unbinned data using an orthogonal-
distance-regression algorithm that considers errors on both
variables. The inset shows the histogram of all residuals and
a Gaussian of width � = 0.11 dex. The residuals are shown
as a function of g

obs

in the lower panel. The error bars on the
binned data are smaller than the size of the points. The solid
lines show the scatter expected from observational uncertain-
ties and galaxy to galaxy variation in the stellar mass-to-light
ratio. This extrinsic scatter closely follows the observed rms
scatter (dashed lines): the data are consistent with negligible
intrinsic scatter.

Nevertheless, the radial acceleration relation persists
for all galaxies of all types. Some galaxies only probe the
high acceleration regime while others only probe the low
end (Fig. 2). The outer regions of high surface brightness
galaxies map smoothly to the inner regions of low surface
brightness galaxies. These very di↵erent objects evince
the same mass discrepancy at the same acceleration. In-
dividual galaxies are indistinguishable in Fig. 3.

TABLE I. Scatter Budget for Acceleration Residuals

Source Residual

Rotation velocity errors 0.03 dex

Disk inclination errors 0.05 dex

Galaxy distance errors 0.08 dex

Variation in mass-to-light ratios 0.06 dex

HI flux calibration errors 0.01 dex

Total 0.12 dex

Figure 3 combines and generalizes four well-established
properties of rotating galaxies: flat rotation curves in the
outer parts of spiral galaxies [1, 2]; the “conspiracy” that
spiral rotation curves show no indication of the tran-
sition from the baryon-dominated inner regions to the
outer parts that are dark matter-dominated in the stan-
dard model [35]; the Tully-Fisher [3] relation between the
outer velocity and the inner stellar mass, later general-
ized to the stellar plus atomic hydrogen mass [4]; and the
relation between the central surface brightness of galaxies
and their inner rotation curve gradient [37–39].
It is convenient to fit a function that describes the data.

The function [40]

g
obs

= F(g
bar

) =
g
bar

1� e�
p

gbar/g†
(4)

provides a good fit. The one fit parameter is the acceler-
ation scale, g†, where the mass discrepancy becomes pro-
nounced. For our adopted ⌥?, we find g† = 1.20 ± 0.02
(random) ±0.24 (systematic) ⇥10�10 ms�2. The ran-
dom error is a 1� value, while the systematic uncertainty
represents the 20% normalization uncertainty in ⌥?.
Equation 4 provides a good description of ⇠2700 in-

dividual data points in 153 di↵erent galaxies. This is a
rather minimalistic parameterization. In addition to the
scale g†, eq. 4 implicitly contains a linear slope at high
accelerations and g

obs

/ p
g
bar

at low accelerations. The
high end slope is sensible: dark matter becomes negligi-
ble at some point. The low end slope of the data could
in principle di↵er from that implicitly assumed by eq. 4,
but if so there is no indication in these data.
Residuals from the fit are well described by a Gaussian

of width 0.11 dex (Fig. 3). The rms scatter is 0.13 dex
owing to the inevitable outliers. These are tiny num-
bers by the standards of extragalactic astronomy. The
intrinsic scatter in the relation must be smaller still once
scatter due to errors are accounted for.
There are two types of extrinsic scatter in the radial

acceleration relation: measurement uncertainties and
galaxy to galaxy variation in ⌥?. Measurement uncer-
tainties in g

obs

follow from the error in the rotation veloc-
ities, disk inclinations, and galaxy distances. The mean
contribution of each is given in Table I. Intrinsic scatter
about the mean mass-to-light ratio is anticipated to be

ob
se

rv
ed
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baryon-induced component  
of acceleration
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obs

in the lower panel. The error bars on the
binned data are smaller than the size of the points. The solid
lines show the scatter expected from observational uncertain-
ties and galaxy to galaxy variation in the stellar mass-to-light
ratio. This extrinsic scatter closely follows the observed rms
scatter (dashed lines): the data are consistent with negligible
intrinsic scatter.

Nevertheless, the radial acceleration relation persists
for all galaxies of all types. Some galaxies only probe the
high acceleration regime while others only probe the low
end (Fig. 2). The outer regions of high surface brightness
galaxies map smoothly to the inner regions of low surface
brightness galaxies. These very di↵erent objects evince
the same mass discrepancy at the same acceleration. In-
dividual galaxies are indistinguishable in Fig. 3.

TABLE I. Scatter Budget for Acceleration Residuals

Source Residual

Rotation velocity errors 0.03 dex

Disk inclination errors 0.05 dex

Galaxy distance errors 0.08 dex

Variation in mass-to-light ratios 0.06 dex

HI flux calibration errors 0.01 dex

Total 0.12 dex

Figure 3 combines and generalizes four well-established
properties of rotating galaxies: flat rotation curves in the
outer parts of spiral galaxies [1, 2]; the “conspiracy” that
spiral rotation curves show no indication of the tran-
sition from the baryon-dominated inner regions to the
outer parts that are dark matter-dominated in the stan-
dard model [35]; the Tully-Fisher [3] relation between the
outer velocity and the inner stellar mass, later general-
ized to the stellar plus atomic hydrogen mass [4]; and the
relation between the central surface brightness of galaxies
and their inner rotation curve gradient [37–39].
It is convenient to fit a function that describes the data.

The function [40]

g
obs

= F(g
bar

) =
g
bar

1� e�
p

gbar/g†
(4)

provides a good fit. The one fit parameter is the acceler-
ation scale, g†, where the mass discrepancy becomes pro-
nounced. For our adopted ⌥?, we find g† = 1.20 ± 0.02
(random) ±0.24 (systematic) ⇥10�10 ms�2. The ran-
dom error is a 1� value, while the systematic uncertainty
represents the 20% normalization uncertainty in ⌥?.
Equation 4 provides a good description of ⇠2700 in-

dividual data points in 153 di↵erent galaxies. This is a
rather minimalistic parameterization. In addition to the
scale g†, eq. 4 implicitly contains a linear slope at high
accelerations and g

obs

/ p
g
bar

at low accelerations. The
high end slope is sensible: dark matter becomes negligi-
ble at some point. The low end slope of the data could
in principle di↵er from that implicitly assumed by eq. 4,
but if so there is no indication in these data.
Residuals from the fit are well described by a Gaussian

of width 0.11 dex (Fig. 3). The rms scatter is 0.13 dex
owing to the inevitable outliers. These are tiny num-
bers by the standards of extragalactic astronomy. The
intrinsic scatter in the relation must be smaller still once
scatter due to errors are accounted for.
There are two types of extrinsic scatter in the radial

acceleration relation: measurement uncertainties and
galaxy to galaxy variation in ⌥?. Measurement uncer-
tainties in g

obs

follow from the error in the rotation veloc-
ities, disk inclinations, and galaxy distances. The mean
contribution of each is given in Table I. Intrinsic scatter
about the mean mass-to-light ratio is anticipated to be
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What do we know today? Broad picture looks standard-model like

Coupling to electroweak and 3rd generation looks standard 

➤ we see expected rate of decays to ZZ and WW (and 
some evidence of VBF/VH) 

➤ observation consistent with σ(gluon fusion) means top-
coupling is probably standard 

➤ fact that all cross sections look right also means b-
coupling is probably standard 
(because it dominates in denominator of branching 
ratios) 

➤ reasonable evidence that coupling to tau is standard 
(direct observation) 

To see the data, as is, with very non-standard (t,b,τ,W,Z) 
couplings would require some degree of conspiracy.
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Parameter value norm. to SM prediction
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Figure 8: Best fit values of the �(gg ! H ! ZZ) cross section and of ratios of cross sections and branching
fractions, as obtained from the generic parameterisation with nine parameters and tabulated in Table 9 for the
combination of the ATLAS and CMS measurements. Also shown are the results from each experiment. The values
involving cross sections are given for

p
s = 8 TeV, assuming the SM values for �i(7 TeV)/�i(8 TeV). The error

bars indicate the 1� (thick lines) and 2� (thin lines) intervals. The fit results are normalised to the SM predictions
for the various parameters and the shaded bands indicate the theoretical uncertainties in these predictions.
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WHAT WILL THE LHC BRING?

➤ Run 2: observation of H → bb        (Yukawa) 

➤ Run 2/3: observation of ttH           (Yukawa) 

➤ HL-LHC: observation of H → μμ   (2nd gen Yukawa) 

➤ HL-LHC: Higgs width → SM \pm 50% (BSM constraint) 

➤ HL-LHC: H → invisible < 10%             (BSM constraint)  

➤ HL-LHC: gg → HH?                              (Higgs potential) 

➤ HL-LHC: Hcc coupling?                        (2nd gen Yukawa)

62
cf. talks at HL-LHC workshop
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|c| . 130 [9], respectively. It is however not competitive
with the bound |c| . 6.2 that derives from a global
analysis of Higgs data [9], which unlike (2) depends on
fit assumptions and hence is more model dependent.

Turning our attention to the allowed modifications of
the bottom Yukawa coupling, one observes that our pro-
posal leads to b 2 [�3.2, 8.3]. This limit is thus signifi-
cantly weaker than the constraints from the LHC Run I
measurements of pp ! W/Zh (h ! bb̄), pp ! tt̄h (h !
bb̄) and h ! bb̄ in vector boson fusion that already re-
strict the relative shifts in yb to around ±50% [1, 2].

Future prospects. In order to investigate the future
prospects of our method in constraining the bottom and
charm Yukawa couplings, we study two benchmark cases.
Our LHC Run II scenario employs 0.3 ab�1 of integrated
luminosity and assumes a systematic error of ±3% on
the experimental side and a total theoretical uncertainty
of ±5%. This means that we envision that the non-
statistical uncertainties present at LHC Run I can be
halved in the coming years, which seems plausible. Our
HL-LHC scenario instead uses 3 ab�1 of data and foresees
a reduction of both systematic and theoretical errors by
another factor of two, leading to uncertainties of ±1.5%
and ±2.5%, respectively. Reaching such precisions will
clearly require a dedicated experimental and theoretical
e↵ort. In both benchmarks, we employ

p
s = 13TeV and

the PDF4LHC15 nnlo mc set [58–61], consider the range
pT 2 [0, 70]GeV in bins of 5GeV,3 and take into account
h ! ��, h ! ZZ⇤ ! 4` and h ! WW ⇤ ! 2`2⌫`.
We assume that the future measurements will be cen-
tred around the SM predictions. These channels sum to
a branching ratio of 1.2%, but given the large amount
of data the statistical errors per bin will be at the ±2%
(±1%) level in our LHC Run II (HL-LHC) scenario. We
model the correlation matrix as in the 8TeV case.

The results of our �2 fits are presented in Figure 3
with the upper (lower) panel showing the constraints in
the c–b plane for the LHC Run II (HL-LHC) scenario.
By profiling over b, we find in the LHC Run II scenario
the following 95% CL bound on the yc modifications

c 2 [�4.7, 5.5] (LHC Run II) , (3)

while the corresponding HL-LHC bound reads

c 2 [�2.9, 4.2] (HL-LHC) . (4)

These limits compare well not only with the projected
reach of other proposed strategies but also have the nice
feature that they are controlled by the accuracy that
theoretical predictions can reach in the future. This is
not the case for extractions of yc using the h ! J/ �,

3 Enlarging the bin size leads to a minor reduction of the sensitivity
to the Yukawa modifications, because shape information is lost.

×

× SM
Δχ2 = 2.3
Δχ2 = 5.99

HL-LHC

-10 -5 0 5 10
-2
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1

2

3

κc
κ b

Figure 3: Projected future constraints in the c–b plane.
The SM point is indicated by the black crosses. The upper
(lower) panel shows our projection for 0.3 ab�1 (3 ab�1) of
integrated luminosity at

p
s = 13TeV. The remaining as-

sumptions entering our future predictions are detailed in the
main text.

pp ! W/Zh (h ! cc̄) and pp ! hc channels, which
are either limited by small signal-to-background ratios
or by the charm-bottom discrimination of heavy-flavour
tagging. We notice that at future LHC runs our method
will allow one to set relevant bounds on the modifications
of yb. For instance, in the HL-HLC scenario we obtain
b 2 [0.3, 1.4] at 95% CL.
Finally, we have also explored the possibility of con-

straining modifications s = ys/ySMs of the strange
Yukawa coupling by means of our proposal. Under the
assumption that the bottom Yukawa coupling is SM-like
but profiling over c, we find that at the HL-LHC one
should have a sensitivity to ys values of around 30 times

2

the SM, the light-quark e↵ects are small. Specifically, in
comparison to the Higgs e↵ective field theory (HEFT)
prediction, in gg ! hj the bottom contribution has
an e↵ect of around �5% on the di↵erential distribu-
tions for pT . mh/2 while the impact of the charm
quark is at the level of �1%. Likewise, the combined
gQ ! hQ, QQ̄ ! hg channels (with Q = b, c) lead to a
shift of roughly 2%. Precision measurements of the Higgs
distributions for moderate pT values combined with pre-
cision calculations of these observables are thus needed
to probe O(1) deviations in yb and yc. Achieving such
an accuracy is both a theoretical and experimental chal-
lenge, but it seems possible in view of foreseen advances
in higher-order calculations and the large statistics ex-
pected at future LHC upgrades.

Theoretical framework. The goal of our work is
to explore the sensitivity of the Higgs-boson (pT,h) and
leading-jet (pT,j) transverse momentum distributions in
inclusive Higgs production to simultaneous modifications
of the light Yukawa couplings. We consider final states
where the Higgs boson decays into a pair of electroweak
bosons. In order to be insensitive to the variations of
the corresponding branching ratios due to light Yukawa
modifications, we normalise the distributions to the in-
clusive cross section in the considered channels. The ef-
fect on branching ratios can be included in the context of
a global analysis, jointly with the method proposed here.

The gg ! hj channel has been analysed in depth in
the HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two spec-
tra and the total cross section have been studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM, the
LO distribution for this process has been derived long
ago [14, 15], and the next-to-leading-order (NLO) cor-
rections to the total cross section have been calculated
in [16–20]. In the context of analytic resummations of
the Sudakov logarithms ln (pT /mh), the inclusion of mass
corrections to the HEFT has been studied both for the
pT,h and pT,j distributions [21–23]. More recently, the
first resummations of some of the leading logarithms (1)
have been accomplished both in the abelian [24] and
in the high-energy [25] limit. The reactions gQ !
hQ, QQ̄ ! hg have been computed at NLO [26, 27] in
the five-flavour scheme that we employ here, and the re-
summation of the logarithms ln (pT,h/mh) in QQ̄ ! h
has also been performed up to next-to-next-to-leading-
logarithmic (NNLL) order [28].

In the case of gg ! hj, we generate the LO spectra
with MG5aMC@NLO [29]. We also include NLO corrections
to the spectrum in the HEFT [30–32] using MCFM [33].
The total cross sections for inclusive Higgs production are
obtained from HIGLU [34], taking into account the next-
to-next-to-leading order corrections in the HEFT [35–
37]. Sudakov logarithms ln (pT /mh) are resummed up
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Figure 1: The pT,j normalised spectrum of inclusive Higgs
production divided by the SM prediction for di↵erent values
of b (upper panel) and c (lower panel). In each panel only
the indicated Q is modified, while the remaining Yukawa
couplings are kept at their SM values.

to NNLL order both for pT,h [38–40] and pT,j [41–43],
treating mass corrections following [23]. The latter ef-
fects will be significant, once the spectra have been pre-
cisely measured down to pT values of O(5GeV). The
gQ ! hQ, QQ̄ ! hg contributions to the distributions
are calculated at NLO with MG5aMC@NLO [44] and cross-
checked against MCFM. The obtained events are showered
with PYTHIA 8 [45] and jets are reconstructed with the
anti-kt algorithm [46] as implemented in FastJet [47]
using R = 0.4 as a radius parameter.

Our default choice for the renormalisation (µR), fac-
torisation (µF ) and the resummation (QR, present in the
gg ! hj case) scales is mh/2. Perturbative uncertainties

impact of modified Hcc 
coupling on Higgs+jet pT dist

joint limits on κc & κb   
@ HL-LHC

Fady Bishara, Ulrich Haisch, Pier Francesco Monni and Emanuele Re, arXiv:1606.09253



photon PDF

64



LUXqed v. other photon PDFs
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LUXqed v. a recent fit to Drell-Yan data 
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Figure 5. Same as Fig. 3 for the highest mll bin.
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Figure 6. Left plot: comparison between the photon x�(x,Q2) at Q

2 = 104 GeV2 from the present NNLO analysis
(xFitter_epHMDY) with the corresponding results from NNPDF3.0QED, LUXqed and HKR16. Right plot: the same com-
parison, now with the results normalized to the central value of xFitter_epHMDY. For the present fit, the PDF uncertainties
are shown at the 68% CL obtained from the MC method, while model and parametrisation uncertainties are discussed below.
For HKR16 only the central value is shown, while for LUXqed the associated PDF uncertainty band [7] is included.

Fig. 6 shows that for 0.04  x  0.2 the present analysis exhibits smaller PDF uncertainties as compared to those
from NNPDF3.0QED. Indeed, the experimental uncertainty on the xFitter_epHMDY turns out to be at the ⇠ 30%
level for x  0.1. At larger x it increases rapidly specially in the positive direction. The reason for this behaviour
at large x can be understood by recalling that variations of x�(x,Q2) in the negative direction are constrained by
positiveness. The limited sensitivity of the ATLAS data does not allow a determination of x�(x,Q2) with uncertainties
competitive with those of LUXqed, which are at the few percent level.

It is also interesting to assess the impact of the high-mass Drell-Yan 8 TeV measurements on the light quark
and gluon PDFs. For this purpose, the fits have been repeated freezing the photon PDF to the xFitter_epHMDY
shape. This is necessary because HERA inclusive data alone, which are the benchmark for this comparison, have
no sensitivity to the photon PDF. This way, a meaningful comparison between the quark and gluon PDFs from a
HERA-only baseline and the HERA+HMDY fit can be performed.

This comparison is shown in Fig. 7 for the up and down antiquarks xū(x,Q2) and xd̄(x,Q2), for which the effect of
the high-mass Drell-Yan data is expected to be most pronounced, since HERA inclusive cross sections provide little

F. Giuli et al, 1701.08553



di-lepton spectrum with 3ab-1
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The potential of jet substructure — hadronic W & Z peaks
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Systematics:

Result:
�W+Z (W /Z ! qq̄, pT > 320, |⌘| < 1.9) = 8.5± 0.8 (stat.)± 1.5 (syst.) pb

Consistent with NLO MCFM prediction within 2�: �MCFM
W+Z = 5.1± 0.5 pb

USE ISR JET TO GET YOU ABOVE THE 
TRIGGER THRESHOLD 

LOOK FOR BOOSTED LIGHT Z’ RESONANCE

THERE IS A NICE SM ANALOGUE,  SM W/Z + JETS 
EXAMPLE: ATLAS RESULT TARGETING IT IN RUN 1,  

FIRST SUCH RESULT! 
BUT A VERY CHALLENGING TOPOLOGY… HOW TO DO A 
GENERIC MASS SEARCH ON THIS DISTRIBUTION?



low v. high pT
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High-pt Higgs (e.g. to distinguish κg and κt) 
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Higgs pT and BSM 

A.Banfi, A.Martin, V.Sanz (2013)

Modifications of the Higgs couplings to gluons and the top quark can be 
parametrised as 

L = �c
t

m
top

v
 ̄ +

↵
S

12⇡
c
g

h

v
G

µ⌫

Gµ⌫ SM: ct = 1 cg = 0

�H ⇠ |ct + cg|2 �SM
H

not possible to disentangle ct 
and cg in the inclusive rate

neglecting CP violation

Direct access to top Yukawa coupling is 
offered by tth production but low sensitivity

Looking at high-pT events allows us to break 
this degeneracy

Relative effect of top partners on high-pT 
cross section can be very large

Higgs pT and BSM 

C.Grojean et al. (2013)

Effects in the MSSM talk by A.Vicini

see also Azatov, Paul (2013)%
S.Dawson,I.Lewis,M.Zeng (2014)

However one is forced to look at the tail of 
the distribution where few events are expected

Assume high luminosity LHC at 14 TeV with 
3 ab-1  and 10% systematics

Consider ratio σ(pT>650 GeV)/σ(pT>150 GeV) 
and include NLO K-factors in the EFT

Even if the inclusive rate shows no deviation a 20% 
deviation of the tth coupling can be resolved

Recent study by Grojean et al.  in H→ττ

Small rate: need to focus on high BR decays

t

T

Structure of loops  
is best probed  

by going to high pT

what are experimental prospects? 
are there any theory-issues to be solved?

14 TeV, 3ab-1



 VH PRODUCTION AT LARGE M(VH)

➤ Higher-dimension operators cause 
deviations that grow as, e.g. 

➤ In some relevant range of pT, Λ value to 
which you’re sensitive grows as 

➤ that’s faster than most direct searches 
(x100 in lumi → x1.5 in reach for Z’) 
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Mimasu, Sanz, Williams, arXiv:1512.02572v

See also e.g.
Biekötter, Knochel, Krämer, Liu, Riva, 
arXiv:1406.7320 

��dim-6

�
⇠ p2T

⇤2

⇤ ⇠ (Lumi)1/4



WH at large Q2 with dim-6 BSM effect
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300 fb-1

schematic
GPS 2016-10



WH at large Q2 with dim-6 BSM effect
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3000 fb-1

schematic

new physics isn’t just a 
single number that’s 

wrong (think g-2) 

but rather a distinct 
scaling pattern of 
deviation (~ pT2) 

moderate and high pT’s 
have similar statistical 
significance — so it’s 
useful to understand 

whole pT rangeGPS 2016-10



Up to 5% discrepancy with data 

Experimental progress on 
luminosity determination may be 

the keystone for precision physics 
at LHC.  

 
Are there hardware changes to HL-

LHC that could help with lumi 
determination?

There are, however, issues. Notably in Z production
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±0.45% syst.

±2.8% lumi

×6
8 TeV fiducial Z cross-section


