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The context of this talk: LHC physics
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E.g. broadband searches (here an example with 704 event classes, >36000 bins)
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Data 2015 3-/4-top Higgs +Z/W/WWtt γ+tt single top

di-/triboson )γ(γZ/W+ +jetstt )+jetsγ(γ Z/W+jets multijets
ATLAS

-1 = 13 TeV, 3.2 fbs
dilepton
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Data 2015 3-/4-top Higgs +Z/W/WWtt γ+tt single top

di-/triboson )γ(γZ/W+ +jetstt )+jetsγ(γ Z/W+jets multijets
ATLAS

-1 = 13 TeV, 3.2 fbs
 + multileptonT
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Data 2015 3-/4-top Higgs +Z/W/WWtt γ+tt single top

di-/triboson )γ(γZ/W+ +jetstt )+jetsγ(γ Z/W+jets multijets
ATLAS

-1 = 13 TeV, 3.2 fbs
 + muon + electronT
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-1 = 13 TeV, 3.2 fbs
 + muon + electronT

missE

1e
1j

m
is

s
TE

1e
2j

m
is

s
TE

1e
3j

m
is

s
TE

1e
4j

m
is

s
TE

1e
5j

m
is

s
TE

1e
6j

m
is

s
TE

1e
7j

m
is

s
TE

1e
8j

m
is

s
TE

1e
1b

m
is

s
TE
1e

1b
1j

m
is

s
TE

1e
1b

2j
m

is
s

TE
1e

1b
3j

m
is

s
TE

1e
1b

4j
m

is
s

TE
1e

1b
5j

m
is

s
TE

1e
1b

6j
m

is
s

TE
1e

1b
7j

m
is

s
TE

1e
2b

m
is

s
TE
1e

2b
1j

m
is

s
TE

1e
2b

2j
m

is
s

TE
1e

2b
3j

m
is

s
TE

1e
2b

4j
m

is
s

TE
1e

2b
5j

m
is

s
TE

1e
2b

6j
m

is
s

TE
1e

3b
m

is
s

TE
1e

3b
1j

m
is

s
TE

1e
3b

2j
m

is
s

TE
1e

3b
3j

m
is

s
TE

1e
3b

4j
m

is
s

TE
1e

4b
m

is
s

TE
1e

4b
1j

m
is

s
TE

1e
4b

2j
m

is
s

TE
1j
µ1

m
is

s
TE

2j
µ1

m
is

s
TE

3j
µ1

m
is

s
TE

4j
µ1

m
is

s
TE

5j
µ1

m
is

s
TE

6j
µ1

m
is

s
TE

7j
µ1

m
is

s
TE

8j
µ1

m
is

s
TE

1b
µ1

m
is

s
TE

1b
1j

µ1
m

is
s

TE
1b

2j
µ1

m
is

s
TE

1b
3j

µ1
m

is
s

TE
1b

4j
µ1

m
is

s
TE

1b
5j

µ1
m

is
s

TE
1b

6j
µ1

m
is

s
TE

1b
7j

µ1
m

is
s

TE
2b
µ1

m
is

s
TE

2b
1j

µ1
m

is
s

TE
2b

2j
µ1

m
is

s
TE

2b
3j

µ1
m

is
s

TE
2b

4j
µ1

m
is

s
TE

2b
5j

µ1
m

is
s

TE
2b

6j
µ1

m
is

s
TE

3b
µ1

m
is

s
TE

3b
1j

µ1
m

is
s

TE
3b

2j
µ1

m
is

s
TE

3b
3j

µ1
m

is
s

TE
3b

4j
µ1

m
is

s
TE

4b
µ1

m
is

s
TE

4b
1j

µ1
m

is
s

TE
4b

2j
µ1

m
is

s
TE

Ev
en

ts
 / 

cl
as

s

1−10

1

10

210

310

410

510

610

Data 2015 3-/4-top Higgs +Z/W/WWtt γ+tt single top

di-/triboson )γ(γZ/W+ +jetstt )+jetsγ(γ Z/W+jets multijets
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-1 = 13 TeV, 3.2 fbs
 + single leptonT
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Data 2015 3-/4-top Higgs +Z/W/WWtt γ+tt single top

di-/triboson )γ(γZ/W+ +jetstt )+jetsγ(γ Z/W+jets multijets
ATLAS

-1 = 13 TeV, 3.2 fbs
dijet and multijet (normalized to data)
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Data 2015 3-/4-top Higgs +Z/W/WWtt γ+tt single top

di-/triboson )γ(γZ/W+ +jetstt )+jetsγ(γ Z/W+jets multijets
ATLAS

-1 = 13 TeV, 3.2 fbs
multilepton + photon(s)
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ATLAS, arXiv:1807.07447 
13 TeV, 3.2 fb-1 
General search

Just one illustration 
out of many searches 

at the LHC  
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LHC luminosity v. time

4

Run 
3

YEAR

integrated luminosity  
(~ total number of  

pp collisions)

today: 320 fb-1

≳ 90% of collisions  
still to be delivered 

with vastly 
improved detectors

http://lhc-commissioning.web.cern.ch/schedule/images/2024/
rampup_2023_YETS15weeks_NoIon_MDs_ULT.png

Run 
4
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UNDERLYING 
THEORY

EXPERIMENTAL 
DATA

how do you make 
quantitative 
connection?
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Lagrangian  data 
ATLAS and CMS (big LHC expts.) have  

written > 800 articles since 2020 
links ≡ papers they cite

↔

quantum chromodynamics (QCD) theory papers

experimental & statistics papers
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predicting full particle structure  
that comes out of a collision



simulations use General Purpose Monte Carlo event generators 

THE BIG 3

8

Herwig 7 Pythia 8 Sherpa 2

used in ~95% of ATLAS/CMS publications 
they do an amazing job of simulation vast swathes of data; 

collider physics would be unrecognisable without them
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Torbjörn Sjöstrand: founding author of Pythia 
Byran Webber: founding author of Herwig (with Marchesini†)
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incoming beam particle

intermediate particle 
(quark or gluon)

final particle (hadron)

Event evolution spans 7 orders of 
magnitude in space-time

http://panscales.org/videos.html 

http://panscales.org/videos.html
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Event evolution spans 7 orders of 
magnitude in space-time
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schematic view of key 
components of QCD 

predictions and Monte 
Carlo event simulation
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pattern of particles in 
MC can be directly 

compared to pattern in 
experiment
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Much of past 20 years’ work: 
MLM, CKKW, MC@NLO, 
POWHEG, MIN(N)LO, FxFx, 
Geneva, UNNLOPS, Vincia, etc.

In standard 
codes, largely 

based on 
principles 
from 20-30 
years ago
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Much of past 20 years’ work: 
MLM, CKKW, MC@NLO, 
POWHEG, MINLO, FxFx, 
Geneva, UNNLOPS, Vincia, etc.

for new ideas 
(including connections 
with heavy-ion 
collisions) see work by 
Gustafson, Lönnblad, 
Sjöstrand
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This talk
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Status of parton showers

17
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selected collider-QCD accuracy milestones

18

1980 1990 2000 2010 20201970

Drell-Yan (γ/Ζ) & Higgs production at hadron colliders
NLOLO NNLO[……………….] N3LO
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fixed-order matching of parton showers
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parton showers
[parts of NLL…………………………………………..]LL

(many of today’s widely-used showers only LL@leading-colour)this talk NLL
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   [2007.02645]

Difference between  
Pythia8 and Sherpa 

Parton Shower accuracy matters: e.g. for jet energy calibration (affects ~1500 papers)

19

Largest systematic errors (1–2%) 
often come from differences 

between MC generators  

(here Sherpa2 v. Pythia8)

Jet energy calibration uncertainty 
feeds into 75% of ATLAS & CMS 

measurements

→ fundamental limit on 
LHC precision potential
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ce

pure QCD event event with Higgs & Z boson decays



Machine learning and jet/event structure 

21

Convolutational Neural Networks and Jet Images

I Project a jet onto a fixed n ⇥ n pixel image in rapidity-azimuth, where
each pixel intensity corresponds to the momentum of particles in that
cell.

I Can be used as input for classification methods used in computer
vision, such as deep convolutional neural networks.

[Cogan, Kagan, Strauss, Schwartzman JHEP 1502 (2015) 118]
[de Oliveira, Kagan, Mackey, Nachman, Schwartzman JHEP 1607 (2016) 069]

Frédéric Dreyer 11/42

2021 Young Experimental Physicist  
EPS HEPP prize

Particle Transformer for Jet Tagging
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Figure 3. The architecture of (a) Particle Transformer (b) Particle Attention Block (c) Class Attention Block.

of particles, in a shape (N, N,C →). The particle and inter-
action inputs are each followed by an MLP to project them
to a d- and d→-dimensional embedding, x0

→ RN↑d and
U → RN↑N↑d→

, respectively. Unlike Transformers for NLP
and vision, we do not add any ad-hoc positional encodings,
as the particles in a jet are permutation invariant. The spatial
information (i.e., the flying direction of each particle) is
directly included in the particle inputs. We feed the particle
embedding x0 into a stack of L particle attention blocks
to produce new embeddings, x1, ...,xL via multi-head self
attention. The interaction matrix U is used to augment the
scaled dot-product attention by adding it as a bias to the
pre-softmax attention weights. The same U is used for all
the particle attention blocks. After that, the last particle
embedding xL is fed into two class attention blocks, and a
global class token xclass is used to extract information for
jet classification via attention to all the particles, following
the CaiT approach (Touvron et al., 2021). The class token
is passed to a single-layer MLP, followed by softmax, to
produce the final classification scores.

Remark. ParT can also be viewed as a graph neural network
on a fully-connected graph, in which each node corresponds
to a particle, and the interactions are the edge features.

Particle interaction features. While the ParT architec-
ture is designed to be able to process any kinds of pairwise

interaction features, for this paper we only consider a spe-
cific scenario in which the interaction features are derived
from the energy-momentum 4-vector, p = (E, px, py, pz),
of each particle. This is the most general case for jet tagging,
as the particle 4-vectors are available in every jet tagging
task. Specifically, for a pair of particles a, b with 4-vectors
pa, pb, we calculate the following 4 features:

! =
√

(ya ↑ yb)2 + (ωa ↑ ωb)2,

kT = min(pT,a, pT,b)!,

z = min(pT,a, pT,b)/(pT,a + pT,b),

m2 = (Ea + Eb)
2

↑ ↓pa + pb↓
2,

(3)

where yi is the rapidity, ωi is the azimuthal angle, pT,i =
(p2x,i + p2y,i)

1/2 is the transverse momentum, and pi =
(px,i, py,i, pz,i) is the momentum 3-vector and ↓ · ↓ is the
norm, for i = a, b. Since these variables typically have
a long-tail distribution, we take the logarithm and use
(ln !, ln kT, ln z, ln m2) as the interaction features for each
particle pair. The choice of this set of features is motivated
by Dreyer & Qu (2021).

Particle attention block. A key component of ParT is the
particle attention block. As illustrated in Figure 3(b), the
particle attention block consists of two stages. The first
stage includes a multi-head attention (MHA) module with
a LayerNorm (LN) layer both before and afterwards. The

Qu, Li & Qian, 
arXiv:2202.03772

https://arxiv.org/abs/2202.03772
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Machine learnig can probably still deliver even more
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2

on FastJet [26]. The dataset includes the 4-momenta of
all constituents within each jet. Note that the number
of constituents can vary significantly between jets, with
an average of about 30 to 50, depending on the jet type.
There are 10M boosted top quark jets and 10M generic
quark and gluon (henceforth, QCD) jets.

We train a generative neural network to mimic the
QCD and top quark JetClass datasets. We initially ex-
plored the di!usion model from Ref. [16], but the prob-
ability density is only known approximately. Current
methods for estimating the density do not have the preci-
sion required to guarantee that the likelihood ratio is the
optimal classifier. Instead, we employ the autoregressive
model of Ref. [17], which provides the exact probability
density of each jet. In this model, the momenta of par-
ticles are discretized, ordered in transverse momentum,
and then the setup is cast as a natural language problem.
The phase space is finite and each jet can be described by
its probability, which is itself a product over conditional
probabilities from the constituents parameterized by a
transformer [27]. Generating jets proceeds by sampling
from these conditional probabilities in serial. Previous
work has shown that discretization e!ects are negligi-
ble for the classification task, and the resulting model
is an accurate representation of the discretized training
dataset. While there will be some di!erences between
the surrogate model and the physics model, we believe
that these e!ects will not qualitatively change the con-
clusions. The physics model itself is only an approxima-
tion to real jet data – we are most concerned that the
surrogate model has a similar level of complexity and
expressivity as the real model.1

With this new synthetic dataset, we can now directly
compare the performance of various taggers to the op-
timal performance given by the likelihood ratio. To
compare classifier performances we use receiver-operating
characteristic (ROC) curves. These curves show the
tradeo! between signal (top tagging) e"ciency and back-
ground rejection (inverse QCD jet e"ciency). One tag-
ger is uniformly better than another if all of its working
points are up and to the right in the plot.

We fix the size of the classifier training dataset to
1M boosted top quark jets and 1M QCD jets and
compare di!erent neural network architectures, as was
done in Ref. [3], only without knowing the optimal
solution. Since that original work, there have been
many innovations in jet tagging and we consider a se-
lection of state-of-the-art and/or widely used models
including Deep Sets [28] without IRC safety (Parti-
cle Flow Networks [29]) and with attention (Deep Sets

1 We have trained the autoregressive transformer model of Ref.[17]
on 10M QCD and 10M top quark jets from the JetClass dataset
and verified that a classifier cannot easily distinguish jets gen-
erated by our model from the discretized training jets. The ex-
tended training data increases the similarity between the gen-
erated and training datasets, resulting in even worse classifier
performance compared to the results in Ref.[17].

with Attention [27]); Lorentz-equivariant models such
as LorentzNet [30] and Pelican [31]; transformers such
as ParT [6] and OmniLearn (trained from scratch) [32]
and a classifier based on the transformer architecture of
Ref. [17], where we replace the output layer with a binary
cross entropy layer (Baseline Transformer); and the fine-
tuned OmniLearn foundation model [32]. In all cases,
we have used the settings described in the corresponding
papers without additional hyperparameter optimization.
Our results are displayed in Fig. 1. All taggers show com-
parable performance, which is also similar to the perfor-
mance achieved on the datasets of Refs. [3, 6]. However,
even the most powerful current taggers fall well short
of optimal performance; for example, with a top-tagging
e"ciency of 0.5, the taggers exhibit a background rejec-
tion of at most about 600, whereas optimal performance
corresponds to a background rejection of about 3000.

FIG. 1. ROC curves for top quark versus QCD jet classi-
fication. The performance of the likelihood ratio classifier is
labeled ’Optimal’ and the other curves correspond to di!erent
classifiers trained with 1M jets of each class. The parenthe-
ses in the legend indicate the rejection (inverse false positive
rate) at a top quark e"ciency of 50% and the corresponding
error from training 5 classifiers independently.

To analyze our results in more depth, we first inves-
tigate whether the performance of the taggers can be
further improved by training on an even larger dataset.
To do this, we compare the optimal performance with
the ROC curves for a selected tagger trained on train-
ing datasets of di!erent sizes, from 100 to 10M events.
The results are shown in Fig. 2 for the classifier based on
the transformer architecture of Ref. [17] (Baseline Trans-
former in Fig. 1). Of course, the performance of the tag-
ger initially improves with the size of the training dataset,
but from about 1M training events a saturation becomes
apparent. This means that even with significantly larger
training data sets, optimal performance cannot be ex-
pected.

Our results show that even the most advanced top tag-

cf. recent study that uses 
generative model as 
“Optimal” discriminator 
and compares performance 
of other approaches 
Geuskens et al, 
2411.02628

https://arxiv.org/abs/2411.02628
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Unless you are highly confident in the 
information you have about the markets, you 
may be better off ignoring it altogether

- Harry Markowitz (1990 Nobel Prize in Economics) 
[via S Gukov]
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can we trust machine learning? A question of confidence…
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parton shower basics
illustrate with dipole / antenna showers

25

Gustafson & Pettersson 1988, Ariadne 1992, main Sherpa & Pythia8 showers, option in Herwig7,  
Vincia & Dire showers & (partially) Deductor shower
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Example of radioactive decay (limit of long half-life)

Constant decay rate μ per unit time, total time . Find distribution of emissions. 

1. write as coupled evolution equations for probability P0, P1, P2 , etc., of having  
0,1,2,… emissions

tmax

26

dPn

dt
= �µPn(t) + µPn�1(t)
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n – 1 → nn → n+1

[easy to implement in 
Monte Carlo approach]
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Example of radioactive decay (limit of long half-life)

Constant decay rate μ per unit time, total time . Find distribution of emissions. 
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n – 1 → nn → n+1

[easy to implement in 
Monte Carlo approach]

Monte Carlo solution (repeat following procedure many times to get distribution of ) 

a. start with n = 0,  

b. Choose random number  ( ) and find  that satisfies 

c. If , increment , go to step b

n, {ti}

t0 = 0

r 0 < r < 1 tn+1

tn+1 < tmax n
r = e�µ(tn+1�tn)
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[i.e. randomly sample 
exponential distribution]
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Monte Carlo worked example

27

E.g. for decay rate , total time  
➤ start with  
➤ random number   →   [emission 1] 
➤ random number   →   [emission 2] 
➤ random number   →   [  , so stop] 
➤ This event has two emissions at times 

μ = 1 tmax = 2
n = 0, t0 = 0

r = 0.6 t1 = t0 + log(1/r) = 0.51
r = 0.3 t2 = t1 + log(1/r) = 1.71
r = 0.4 t3 = t2 + log(1/r) = 2.63 > tmax

{t1 = 0.51, t2 = 1.71}

Monte Carlo solution (repeat following procedure many times to get distribution of ) 

a. start with n = 0,  

b. Choose random number  ( ) and find  that satisfies 

c. If , increment , go to step b

n, {ti}

t0 = 0

r 0 < r < 1 tn+1

tn+1 < tmax n
r = e�µ(tn+1�tn)
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[i.e. randomly sample 
exponential distribution]
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v 

dP3(v)
dv

= − [f qg
2→3(v) + fgq̄

2→3(v)] P3(v)

Start with q-qbar state.  

Throw a random number to determine down to 
what scale state persists unchangedq

q
_
g

At some point, state splits (2→3, i.e. emits 
gluon). Evolution equation changes 

gluon is part of two dipoles , , each 
treated as independent  
(many showers use a large NC limit)

(qg) (gq̄)
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the Lund plane
organisation of phase space that highlights  

QCD divergences and logarithms
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Phase space: two key variables (+ azimuth)
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constructing the Lund plane

jet with R= 0.4, pt = 200 GeV

5th heavy-ion workshop @ CERN, 1808.03689 
 Dreyer, Soyez & GPS, 1807.04758 (for pp applications)
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p t
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eV
]

http://arxiv.org/abs/arXiv:1808.03689
http://arxiv.org/abs/arXiv:1807.04758
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Figure 8: Two-dimensional distributions of the primary LJP densities corrected to particle level
for AK4 jets (upper plot) and AK8 jets (lower plot). The diagonal line in both plots represents
the kinematical limit of the emissions for a jet with p

jet
T = 700 GeV.

arXiv:2312.16343
https://cms.cern/news/fractal-tree-quarks-and-gluons
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Logarithmic accuracy: a schematic intro
It’s common to hear that standard showers are Leading Logarithmic (LL) accurate.  

The language of “logarithmic accuracy”, widespread for problem with disparate 
momentum scales, comes from analytical resummations.  

E.g. if you place a strong constraint on the Z-boson transverse momentum, ptZ ≪ mZ

47
NB: in the next slides L will always be the logarithmic of a ratio of momentum scales, often defined < 0

αsL ∼ 1 or αsL2 ∼ 1

σ(pt,Z /mZ < eL) ∼ σtot exp [−c . αsL2]

σ(pt,Z < pt) ∼ σtot exp [−c . αs ln2 mZ

pt ]
αs ≪ 1

L ≡ ln
mZ

pt
≫ 1
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Double (or leading) logarithms: αn
s L2n

48
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σ(pt,Z < eL) ∼ σtot exp [−c ⋅ αs L2]

➤ vetoed regions of phase space break the 
cancellation (“Sudakov” form factor)

vetoed
L

➤ each emission “costs” a power of  

➤ full 2-dimensions of phase space → factor of  

➤ if you are inclusive, real  terms cancel against 
virtual contributions (unitarity)
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Logarithmic accuracy hierarchy, with αsL ~ 1 (as used in this talk)

       leading logarithms (LL) 

               next-to-leading logarithms (NLL) 
                                                                          [also called single logarithms, SL] 

               next-to-next-to-leading logarithms (NNLL) 

etc.

αsL2 + α2
s L3 + α3

s L4 + ⋯ ≡ αn
s Ln+1 ∼

1
αs

αsL + α2
s L2 + α3

s L3 + ⋯ ≡ αn
s Ln ∼ 1

αs + α2
s L + α3

s L2 + ⋯ ≡ αn
s Ln−1 ∼ αs

49

[depending on observable, take log of cross section, possibly also Fourier/etc. transform]
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sources of NLL terms: αn
s Ln

: 

➤ each emission “costs” a power of  

➤ some physics effects only involve 
one-dimensional phase space for 
emissions — factor of  

➤ some observables only sensitive to 
a one-dimensional phase space for 
emissions

αn
s Ln

αs

L
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sources of NLL terms: αn
s Ln

In soft-collinear vetoed region (size 
), need control of all  terms, i.e. 

summed-integrated  

➤ tree-level double-soft 
➤ 1-loop single-soft  

Combination that we need corresponds 
to 2nd order cusp anomalous 
dimension (“CMW scheme”) 

→   
(and, with running coupling, etc. ) 

L2 α2
s

α2
s L2

αn
s Ln
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Designing NLL parton showers
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defining “NLL” aims 
a robust recoil framework 

ingredients for specific phase-space regions
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How do you defined the accuracy of a parton shower?

➤ For a total cross section, e.g. for Higgs production, it’s easy to talk about systematic 
improvements (LO, NLO, NNLO, …). But they’re restricted to that one family of 
observable
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➤ With a parton shower (+hadronisation) you produce a “realistic” full set of 
particles. You can ask questions of arbitrary complexity: 

➤ the multiplicity of particles 

➤ the total transverse momentum with respect to some axis 

➤ the angle of 3rd most energetic particle relative to the most energetic one 
[machine learning might “learn” many such features]



How do you defined the accuracy of a parton shower?

➤ For a total cross section, e.g. for Higgs production, it’s easy to talk about systematic 
improvements (LO, NLO, NNLO, …). But they’re restricted to that one family of 
observable

55

how can you prescribe correctness & accuracy of the answer,  
when the questions you ask can be arbitrary?

➤ With a parton shower (+hadronisation) you produce a “realistic” full set of 
particles. You can ask questions of arbitrary complexity: 

➤ the multiplicity of particles 

➤ the total transverse momentum with respect to some axis 

➤ the angle of 3rd most energetic particle relative to the most energetic one 
[machine learning might “learn” many such features]
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Defining what we mean by NLL
A Matrix Element condition 

➤ correctly reproduce -parton tree-level matrix element for arbitrary configurations, 
so long as all emissions well separated in the Lund diagram 

➤ supplement with unitarity, 2-loop running coupling & cusp anomalous dimension 

Resummation condition: reproduce NLL results for all standard resummations 

➤ global event shapes  
➤ non-global observables  
➤ fragmentation functions 
➤ multiplicities 
➤ … 

n

56

Dasgupta, Dreyer, Hamilton, Monni, GPS ’18 
ibid + Soyez ‘20
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When do we require effective shower  to be correct?|M2 |

➤ we should be able to reproduce 
 when all emissions well 

separated in Lund diagram 
, , , etc.

|M2 |

d12 ≫ 1 d23 ≫ 1 d15 ≫ 1

57

ln pt

η

1

2 3
45

➤ a shower with simple (parton) 1→2 
or (dipole) 2→3 splittings can’t 
reproduce full matrix element 

➤ but QCD has amazing factorisation 
properties — simplifications in 
presence of energy or angular 
ordering

Dasgupta, Dreyer, Hamilton,  
Monni, GPS & Soyez, 

 2002.11114

https://arxiv.org/abs/2002.11114
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➤ a shower with simple 1→2 or 2→3 
splittings can’t reproduce full 
matrix element 

➤ but QCD has amazing factorisation 
properties — simplifications in 
presence of energy or angular 
ordering

➤ At NLL we are allowed to make a 
mistake (by  factor) when a 
pair is close by, e.g. 

𝒪(1)
d23 ∼ 1

Dasgupta, Dreyer, Hamilton,  
Monni, GPS & Soyez, 

 2002.11114

https://arxiv.org/abs/2002.11114
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1. Recoil: the core of any shower

59

qq̄

1~
Dipole showers conserve momentum at each step. Traditional dipole-local recoil:

pendix A), the kinematic mappings (Appendix B), the analytic expectations for our colour

tests (Appendix C) and the derivation of the spin branching amplitudes (Appendix D).

The validation of our approach at all-orders across many observables and a presentation of

the associated all-order testing methodology are to be found in a separate publication [1].

2 Basics of hadron-collision dipole showers

In this section we will highlight common features of dipole showers and formulate a generic

standard dipole shower, which will be used as a convenient reference for a LL-accurate

shower throughout this work and our companion article [1]. We will concentrate on colour-

singlet production in proton-proton collisions, specifically qq̄ ! Z and gg ! H, with a

hadron-hadron centre-of-mass energy
p
s and a colour-singlet Born four-momentum Q

µ.

2.1 Generic formulation of a hadron-collider shower

Standard dipole showers and the PanScales hadron-collider showers that we develop later

in Section 4 have a number of characteristics in common. These include the final and

initial-state splitting probabilities, as well as the generic structure of recoil for emission of

a parton from a dipole. In this work, all partons are considered to be massless and we will

often refer to the colour singlet as the “hard system”.

First, we consider a final-state parent parton ı̃ that radiates a collinear emission k. The

post-branching momentum of the parent is denoted by i. The phase-space of the emission

k is parameterised by its transverse momentum k?, its longitudinal momentum fraction

z (relative to the pre-branching parent) and its azimuthal angle '. In the collinear limit

(✓ik ⌧ 1), the di↵erential branching probability then reads

epi
pk ' zepi

pi ' (1� z)epi

! dPFS
ı̃!ik

=
↵s(k2?)

2⇡

dk2?
k
2
?

dz

z

d'

2⇡
N

sym
ik

[zPı̃!ik(z)] ,

(2.1)

with ↵s the strong coupling and N
sym
ik

a symmetry factor that is equal to 1/2 for g !

gg splittings, and 1 otherwise. We use symbols with a tilde to indicate pre-branching

partons and their momenta, and symbols without any decoration to indicate post-branching

partons. The DGLAP splitting functions Pı̃!ik are provided in Appendix A. A well-known

feature of Eq. (2.1) is its singular behaviour in the soft (z ! 0) collinear limit for flavour-

conserving emissions (i.e. Pg!gg and Pq!qg), and in the hard (z ⇠ 1) collinear limit for

every type of emission. The soft and collinear singularities compensate the smallness of

↵s in the corresponding regions of phase space, resulting in the large logarithms that the

shower resums.

In hadronic collisions, final-state radiation is to be supplemented with emissions from

the incoming partons. Over three decades ago, it was realised that a backwards evolution

– 4 –
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Gavin P. Salam Aachen, January 2025
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qq̄

1 2

emission of 2 takes transverse 
recoil from 1

Dipole showers conserve momentum at each step. Traditional dipole-local recoil:

(a)

r =
 p

⟂
,2

 / 
p ⟂

,1

Δφ12

ratio of dipole-shower double-soft ME to correct result

0.05

0.1

0.2

0.5
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-π -π/2 0 π/2 π
 0
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2show

er (p
a ,p

b ∈
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2correct (p
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b ∈
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Applies to "diamond" rapidity region

(b)

Figure 3: (a) Illustration of the modification of the transverse momentum (upper panel)

and rapidity (lower panel) of gluon 1 after emission of gluon 2, shown as a function of

the rapidity of gluon 2. Prior to emission of gluon 2, gluon 1 originally has a rapidity

⌘g1 ' 2.3 and transverse momentum ep?,g1 = v1 = 10�6
Q (v1 = 10�6

Q and 1 � z1 =

10�5). Gluon 2 has v2 = 1
2v1 and is emitted parallel in azimuth to gluon 1. To help

guide the eye, four regions of gluon 2 rapidity are labelled according to the identity of the

parton that branches and that of the spectator. The results have been obtained using a

numerical implementation of the kinematic maps of section 2. The transverse momentum

shifts in (a) can be reinterpreted in terms of the e↵ect they have on the e↵ective matrix

element for double-soft emission. Plot (b) shows the ratio of this e↵ective matrix element

to the true one, as a function of the azimuthal angle between the two emissions and their

transverse-momentum ratio (in a specific “diamond” region of widely separated rapidities,

cf. Appendix A). For simplicity, the matrix-element ratio is given in the large-Nc limit.

that this issue with subleading Nc terms will also a↵ect those double logarithms. We will

investigate this in section 4.1.

We should note that issues with the attribution of colour factors beyond leading NC in

dipole showers have been highlighted in a range of previous work, e.g. Refs. [36, 53, 79, 80].

Our analysis in this subsection is close in particular to that of Ref. [53]. We also note

that approaches to obtain the correct subleading colour factor for at least the main soft-

collinear divergences have existed for some time. The classification that is implied by

angular ordering (see also Ref. [52]) provides a guide in this direction, as was articulated

for a dipole shower in Ref. [53] and found to be relevant for particle multiplicities at LHC

energies [54]. Another proposal is that of Ref. [79].

– 15 –

ratio of effective shower 
matrix element to exact one

Shower initially generated matrix element for  
particle , whose momentum differs (by ~ 50%)  
from final particle 1.  

Matrix element is incorrect wrt final momentum 1. 
First observed: Andersson, Gustafson, Sjogren ’92 
Closely related effect present for Z pt: Nagy & Soper 0912.4534 
Impact on log accuracy across many observables: Dasgupta, Dreyer, Hamilton, Monni, GPS, 1805.09327 

1̃

https://arxiv.org/abs/0912.4534
https://arxiv.org/abs/1805.09327
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1~
One approach

pendix A), the kinematic mappings (Appendix B), the analytic expectations for our colour

tests (Appendix C) and the derivation of the spin branching amplitudes (Appendix D).

The validation of our approach at all-orders across many observables and a presentation of

the associated all-order testing methodology are to be found in a separate publication [1].

2 Basics of hadron-collision dipole showers

In this section we will highlight common features of dipole showers and formulate a generic

standard dipole shower, which will be used as a convenient reference for a LL-accurate

shower throughout this work and our companion article [1]. We will concentrate on colour-

singlet production in proton-proton collisions, specifically qq̄ ! Z and gg ! H, with a

hadron-hadron centre-of-mass energy
p
s and a colour-singlet Born four-momentum Q

µ.

2.1 Generic formulation of a hadron-collider shower

Standard dipole showers and the PanScales hadron-collider showers that we develop later

in Section 4 have a number of characteristics in common. These include the final and

initial-state splitting probabilities, as well as the generic structure of recoil for emission of

a parton from a dipole. In this work, all partons are considered to be massless and we will

often refer to the colour singlet as the “hard system”.

First, we consider a final-state parent parton ı̃ that radiates a collinear emission k. The

post-branching momentum of the parent is denoted by i. The phase-space of the emission

k is parameterised by its transverse momentum k?, its longitudinal momentum fraction

z (relative to the pre-branching parent) and its azimuthal angle '. In the collinear limit

(✓ik ⌧ 1), the di↵erential branching probability then reads

epi
pk ' zepi

pi ' (1� z)epi

! dPFS
ı̃!ik

=
↵s(k2?)

2⇡

dk2?
k
2
?

dz

z

d'

2⇡
N

sym
ik

[zPı̃!ik(z)] ,

(2.1)

with ↵s the strong coupling and N
sym
ik

a symmetry factor that is equal to 1/2 for g !

gg splittings, and 1 otherwise. We use symbols with a tilde to indicate pre-branching

partons and their momenta, and symbols without any decoration to indicate post-branching

partons. The DGLAP splitting functions Pı̃!ik are provided in Appendix A. A well-known

feature of Eq. (2.1) is its singular behaviour in the soft (z ! 0) collinear limit for flavour-

conserving emissions (i.e. Pg!gg and Pq!qg), and in the hard (z ⇠ 1) collinear limit for

every type of emission. The soft and collinear singularities compensate the smallness of

↵s in the corresponding regions of phase space, resulting in the large logarithms that the

shower resums.

In hadronic collisions, final-state radiation is to be supplemented with emissions from

the incoming partons. Over three decades ago, it was realised that a backwards evolution

– 4 –
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q
q̄

1~
One approach

2

emission of 2 takes transverse 
recoil from q

 left almost unchanged if  recoil from emission of 2 taken by (much harder) qθ1q ⊥

Can be achieved in multiple ways: 

➤ global transverse recoil  
(Dasgupta et al 2002.11114, “PanGlobal”; Holguin Seymour & Forshaw 2003.06400; Alaric 
2208.06057 + , Apollo, 2403.19452)  

➤ local transverse recoil, with non-standard shower ordering & dipole partition 
(“PanLocal”; Nagy & Soper 0912.4534 + , “Deductor”)

⋯

⋯

1

2

5

10

20

40

0.010.020.050.10.20.4

k t
=
p t
Δ
R
[G
eV
]

ΔR

https://arxiv.org/abs/2002.11114
https://arxiv.org/abs/2003.06400
https://arxiv.org/abs/2208.06057
https://arxiv.org/abs/2403.19452
https://arxiv.org/abs/0912.4534
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2. individual ingredients: (a) large-angle soft (non-global logarithms)

➤ dipole showers get this right at 
large  “for free” 

➤ (NB: angular ordered “parton” 
showers don’t — cf. Banfi, 
Corcella & Dasgupta, hep-ph/
0612282)

Nc
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https://arxiv.org/abs/hep-ph/0612282
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2. individual ingredients: (b) hard-collinear spin correlations

➤ recipe proposed long ago by 
Collins (’86) 

➤ implemented in Herwig showers 
(Deductor & CVolver frameworks 
also discuss it) 

➤ Included in PanScales showers: 
Karlberg, GPS, Scyboz, Verheyen, 
2103.16526

64

1

2

5

10

20

40

0.010.020.050.10.20.4

k t
=
p t
Δ
R
[G
eV
]

ΔR

∼ L

https://arxiv.org/abs/2103.16526


Gavin P. Salam Aachen, January 2025

2. individual ingredients: (c) soft, then hard-collinear spin correlations

➤ explicitly excluded from Collins 
recipe (’86) 

➤ (Deductor & CVolver frameworks 
could in principle get it, but not 
implemented) 

➤ Efficient & simple large-  scheme 
introduced and implemented in 
PanScales showers: 
Hamilton, Karlberg, GPS, Scyboz, 
Verheyen, 2103.16526
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standard  
dipole showers: 
CA/2 instead  

of CF

2. individual ingredients: (d) colour, beyond leading-Nc limit

➤ Standard showers have wrong 
subleading colour terms at LL 
(LL NLL) 

Gustafson ’93 
Dasgupta et al ’18 

➤ Angular ordering (“coherence”) 
points to correct solution when all 
emissions well separated in angle 

Friberg, Gustafson, Hakkinen ’96 
Hamilton, Medves, GPS, Scyboz, 

Soyez, 2011.10054 
Forshaw, Holguin & Platzer, 

2011.15087

× 1/N2
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2. individual ingredients: (d) colour, beyond leading-Nc limit

PanScales approach 

➤ Systematic expansion, with full 
colour for up to  emissions in any 
vertical slice 

➤ Implemented for  &  
(segment & “NODS” methods) 

➤ difference between them gives 
estimate of residual systematic error 

Hamilton, Medves, GPS, Scyboz, 
Soyez, 2011.10054 

(NB: coherence-violating logarithms with  
initial partons & complex final state not 

addressed so far in PanScales)

n

n = 1 2
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2. individual ingredients: (e) all of the above, with initial-state hadrons

68

pp: van Beekveld, Ferrario Ravasio, GPS, Soto-Ontoso, Soyez, Verheyen, 2205.02237 
DIS: van Beekveld, Ferrario Ravasio, 2305.08645

checks 
of  

correct 
recoil}

Figure 3: Same as Fig. 2, but for PanGlobal with �ps = 0 (left) and �ps = 0.5 (right).

unit component transverse to the beam. As a result, step 2 assigns the shower transverse

momentum to the hard system, i.e. the Z boson, as is physically correct, thus reproducing

the pattern needed for NLL accuracy. When the 2nd emission is close in rapidity to the

first, it is arguably less physically correct to take the transverse recoil from the Z boson.

However, the assignment of transverse recoil only has a significant impact when k?,2 ⇠ k?,1,

and the region of commensurate rapidity and commensurate transverse momentum only

a↵ects terms at NNLL accuracy, the correct treatment of which would in any case require

the inclusion of the full double-soft matrix element.10 A similar discussion can be extended

to subsequent emissions. Our conclusion, therefore, is that the PanGlobal showers with

� = 0 and � = 1/2 satisfy the fixed-order NLL accuracy requirement.

4.2.2 Discussion of �ps = 1 case (time ordering)

We close our discussion of the PanGlobal shower with an explanation of why that shower

requires �ps < 1 and an illustration of the issues that arise with �ps = 1. The choice

of �ps = 1 is of interest because, physically, it corresponds roughly to a time ordering.

This can be relevant, for example, in a heavy-ion context where one may wish to relate

individual steps of the shower with the time-dependent evolution of a quark–gluon plasma.

That �ps = 1 corresponds roughly to time-ordering can be seen as follows. Firstly, consider

a soft large-angle emission with transverse momentum k? with respect to the parent dipole.

The uncertainty principle tells us that the formation time is roughly 1/k?. Next, observe

that a soft-collinear emission, with energy E and transverse momentum k? is equivalent to

a soft emission that has been boosted along the parent dipole direction. The boost factor

is roughly E/k? and so the formation time acquires a Lorentz dilation by that same factor,

10Note that kt,1 is also a↵ected by recoil that is longitudinal with respect to the dipole when emission 2

is collinear to 1. This is not the case for pZt .
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pp

Figure 3: Same as Fig. 2, but for PanLocal(ωPS = 0.5, left) and PanGlobal(ωPS = 0.5,

right) for ε1 = →8.7.

we always use the energy of the radiated gluon, while in the flavour-blind algorithm of

Appendix C we take the energy of the softest parton.

On the top two panels of Fig. 2 we illustrate the two-emission contours for Dipole-kt, a

transverse-momentum ordered shower. We notice that the first emission erroneously takes

the transverse-momentum recoil if

ε2 <
1

2

(
ε1 → ln

v1
Q

)
. (4.4)

This is because this shower uses a fully local map, such that the first gluon always absorbs

the recoil whenever the second emission comes from the new initial-final (qIg1) dipole in

the region ε2 < ε1, and because the midpoint of the final-final dipole is assigned in the

dipole frame in the region where ε2 > ε1.

This behaviour can be corrected by either choosing a di!erent evolution variable, or

by conserving the transverse momentum globally, as done by the PanGlobal(ωPS = 0)

shower. As discussed in Sec. 3.2.1, the global boost that takes care of redistributing the

transverse momentum imbalance has the property of a!ecting mostly those partons at

very large (and positive) rapidity, while leaving the ones living in the remnant hemisphere

unchanged. Indeed, the bottom two panels of Fig. 2 show that subsequent emissions widely

separated in rapidity leave the Lund variables associated with the first emission una!ected.

The results obtained after taking a di!erent ordering variable are shown in Fig. 3 for

PanGlobal(ωPS = 0.5) and PanLocal. Here the ordering variable is set to v ↑ kte→ωPS|ε|,

with ωPS = 0.5. As already discussed in Ref. [38] local transverse-momentum conservation

requires one to choose ωPS > 0.

Finally in Fig. 4 we show results when choosing a di!erent value for ε1 resulting in

a hard-collinear first emission. They are analogous to the case where the first emission is

– 17 –
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Test class 1: tree-level (2nd/3rd-order) expansion of shower v. factorised matrix element

➤ semi-analytically 
(recoil checks) 

➤ numerically 
(colour & spin)
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Figure 5: Colour factor assignment and relative deviation to the squared tree-level matrix

element, as in Fig. 4, for the 2 ! 4 + g configurations (a) q̄q0q̄0q + g and (b) q̄g1g2q + g,

corresponding respectively to the Lund diagrams in Figs. 2c and 1a (with g2 there moved

to the right of g1). The results have been obtained with the � = 0 PanGlobal shower

algorithm.

as in Eq. (6.1). The second splitting is performed with

q̄q0q̄0q configuration : zq̄0 = 1/4, ⌘q0q̄0 = 10,  = 0, (6.2a)

q̄g1g2q configuration : zg2 = 10�16, ⌘g2 = 10,  = 0 . (6.2b)

These configurations are such that the second splitting happens at a much smaller angle

than the first gluon emission. For the first configuration (g1 ! q̄0q0), we choose a z fraction

reflecting the absence of soft enhancements. For the second configuration (emission of

g2 from the quark, well separated in rapidity from g1) we focus on a case where g2 is

much softer than g1, though the conclusions are unchanged if we take g1 and g2 to have

commensurate transverse momenta. Results are displayed in Fig. 5. They have features

similar to those of Fig. 4, albeit with a richer structure.
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element, as in Fig. 4, for the 2 ! 4 + g configurations (a) q̄q0q̄0q + g and (b) q̄g1g2q + g,

corresponding respectively to the Lund diagrams in Figs. 2c and 1a (with g2 there moved

to the right of g1). The results have been obtained with the � = 0 PanGlobal shower

algorithm.

as in Eq. (6.1). The second splitting is performed with

q̄q0q̄0q configuration : zq̄0 = 1/4, ⌘q0q̄0 = 10,  = 0, (6.2a)

q̄g1g2q configuration : zg2 = 10�16, ⌘g2 = 10,  = 0 . (6.2b)

These configurations are such that the second splitting happens at a much smaller angle

than the first gluon emission. For the first configuration (g1 ! q̄0q0), we choose a z fraction

reflecting the absence of soft enhancements. For the second configuration (emission of

g2 from the quark, well separated in rapidity from g1) we focus on a case where g2 is

much softer than g1, though the conclusions are unchanged if we take g1 and g2 to have

commensurate transverse momenta. Results are displayed in Fig. 5. They have features

similar to those of Fig. 4, albeit with a richer structure.
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shower/exact |ME2|

colour

Figure 13: Size of the spin correlations for sequences that involve both soft and collinear

splittings, showing a2/a0 at O(↵2
s) (two left-hand plots) and O(↵3

s) (two right-hand plots).

The Feynman diagrams indicate the sequence of splittings under consideration for all cases.

We consider the azimuthal di↵erence between the plane defined by the primary soft splitting

with momentum fraction z1 (z2), and the plane defined by the second (third) splitting with

momentum fraction zc. The colour indicates the size of a2/a0 as predicted by the shower.

Black lines indicate constant values for this ratio, and are obtained by using crossing

relations in the matrix elements calculated in Ref. [45] for final-state configurations.

splits collinearly as g1 ! gg (first plot) or g1 ! qq̄ (second plot) with momentum fraction

zc. We scan over the rapidity y1 of gluon g1 relative to the qq̄ system between �2 < y1 < 2,

and over the energy fraction zc of the emitted parton (g or q). Spin correlations are in

this case independent of the rapidity of the soft gluon.25 The spin correlations are again

maximal in absolute size when the energy fraction of the gluon is shared equally between

the two final-state partons.

A more interesting pattern appears at O(↵3
s) as displayed in the two rightmost panels

of Fig. 13. In this case we study the azimuthal correlations between the first and third

emission. The first gluon emission is now fixed at y1 = 1 with an energy fraction z1 = 10�4,

while we scan the rapidity of a second gluon emission between �2 < y2 < 2 with z2 = 10�8,

which then splits collinearly. The two soft gluons are emitted at di↵erent azimuthal angles,

� 12 = 1. Because we fix � 12, the analytical form for the azimuthal correlations needs

to be extended relative to Eq. (6.6), and now reads

d�

d� 13
/ a0

✓
1 +

a2

a0
cos(2� 13) +

b2

a0
sin(2� 13)

◆
. (6.7)

We plot just the ratio a2/a0 and see that it is enhanced when the second gluon is emitted

with a larger rapidity di↵erence with respect to the first gluon, and when its energy fraction

is shared equally between the children (zc = 0.5).

Finally, we also check the spin correlations at O(↵3
s) for collinear splittings. We con-

sider two configurations: (i) one backwards splitting followed by two final-state emissions,

and (ii) two backwards splittings on opposite hemispheres followed by one final-state split-

ting. For case (i) we consider both qq̄ ! Z and gg ! H, whereas for case (ii) we only

25A purely collinear Collins-Knowles algorithm would in general not correctly reproduce this pattern [46].
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➤ run full shower  
with specific value of  & measure an 
observable: azimuth between two 
highest-kt emissions (soft-collinear) 

➤ ratio to NLL should be flat ≡ 1 

➤ it isn’t: have we got an NLL mistake? Or 
a residual subleading (NNLL) term? 

➤ try reducing , while keeping 
constant  [ ] 

➤ NLL effects, , should be unchanged, 
subleading ones, , → 0
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Tests (2): full shower v. all-order NLL
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Tests (2): full shower v. all-order NLL
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Test class 2: full shower v. all-order NLL — many observables

76

4

FIG. 2. Left: ratio of the cumulative y23 distribution from several showers divided by the NLL answer, as a function of
↵s ln y23/2, for ↵s ! 0. Right: summary of deviations from NLL for many shower/observable combinations (either ⌃shower(↵s !
0,↵sL = �0.5)/⌃NLL � 1 or (N subjet

shower(↵s ! 0,↵sL
2 = 5)/N subjet

NLL � 1)/
p
↵s). Red squares indicate clear NLL failure; amber

triangles indicate NLL fixed-order failure that is masked at all orders; green circles indicate that all NLL tests passed.

Fig. 1.
The left-hand plot of Fig. 1 shows the Pythia8 dipole

algorithm (not designed as NLL accurate), while the
middle plot shows our PanGlobal shower with � = 0.
The dipole result is clearly not independent of � 12

for ↵s ! 0, with over 60% discrepancies, extending the
fixed-order conclusions of Ref. [37]. The discrepancy is
only ' 30% for gg events (not shown in Fig. 1), and
the di↵erence would, e.g., skew machine learning [67] for
quark/gluon discrimination. PanGlobal is independent
of � 12. The right-hand plot shows the ↵s ! 0 limit
for multiple showers. The overall pattern is as expected:
PanLocal works for � = 0.5, but not � = 0, demon-
strating that with kt ordering it is not su�cient just to
change the dipole partition to get NLL accuracy. Pan-
Global works for � = 0 and � = 0.5. (Showers that
coincide for ↵s ! 0, e.g. Dire v1 and Pythia8, typically
di↵er at finite ↵s, reflecting NNLL di↵erences.)

Next, we consider a range of more standard observ-
ables at NLL accuracy. They include the Cambridgep
y23 resolution scale [68]; two jet broadenings, BT and

BW [69]; fractional moments, FC1��obs , of the energy-
energy correlations [47]; the thrust [70, 71], and the max-
imum ui = kti/Qe��obs|⌘i| among primary Lund declus-
terings i. Each of these is sensitive to soft-collinear ra-
diation as kt/Qe��obs|⌘|, with the �obs values shown in
Fig. 2 (right). Additionally, the scalar sum of the trans-
verse momenta in a rapidity slice [72], of full-width 2, is
useful to test non-global logarithms (NGLs). These ob-
servables all have the property that their distribution at
NLL can be written as [47, 53, 72–74]

⌃(↵s,↵sL) = exp
⇥
↵�1
s g1(↵sL) + g2(↵sL) +O

�
↵n
sL

n�1
�⇤
,

(6)
where ⌃ is the fraction of events where the observable
is smaller than eL (g1 = 0 for the rapidity slice kt).
We also consider the kt-algorithm [75] subjet multiplic-

ity [76], [51]§ 5.
Fig. 2 (left) illustrates our all-order tests of the shower

for one observable,
p
y23. It shows the ratio of the ⌃

as calculated with the shower to the NLL result, as a
function of ↵s ln

p
y23 in the limit of ↵s ! 0. The stan-

dard dipole algorithms disagree with the NLL result, by
up to 20%. This is non-negligible, though smaller than
the disagreement in Fig. 1, because of the azimuthally
averaged nature of the

p
y23 observable. In contrast the

PanGlobal and PanLocal(� = 0.5) showers agree with
the NLL result to within statistical uncertainties.
Fig. 2 (right) shows an overall summary of our

tests. The position of each point shows the result of
⌃shower(↵s ! 0,↵sL = �0.5)/⌃NLL�1 or (N subjet

shower(↵s !
0,↵sL2 = 5)/N subjet

NLL � 1)/
p
↵s. If it di↵ers from 0, the

point is shown as a red square. In some cases (amber tri-
angles) it agrees with 0, though an additional fixed-order
analysis in a fixed-coupling toy shower [37] [51]§ 2 re-
veals issues a↵ecting NLL accuracy, all involving hitherto
undiscovered spurious super-leading logarithmic terms.1

Green circles in Fig. 2 (right) indicate that the
shower/observable combination passes all of our NLL
tests, both at all orders and in fixed-order expansions.
The four shower algorithms designed to be NLL accurate
pass all the tests. These are the PanLocal shower (dipole
and antenna variants) with � = 1

2 and the PanGlobal
shower with � = 0 and � = 1

2 .

1 Such terms, (↵sL)n(↵sL2)p in ln⌃, starting typically for n = 3
(sometimes 2), p � 1, appear for traditional kt ordered dipole
showers for global (�obs > 0) and non-global observables [51]§ 3.
Terms of this kind can generically exist [77–79], but not at
leading-colour or for pure final-state processes with rIRC [47]
safe observables. In many cases, the spurious super-leading log-
arithms appear to resum to mask any disagreement with NLL.
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The left-hand plot of Fig. 1 shows the Pythia8 dipole

algorithm (not designed as NLL accurate), while the
middle plot shows our PanGlobal shower with � = 0.
The dipole result is clearly not independent of � 12

for ↵s ! 0, with over 60% discrepancies, extending the
fixed-order conclusions of Ref. [37]. The discrepancy is
only ' 30% for gg events (not shown in Fig. 1), and
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strating that with kt ordering it is not su�cient just to
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Global works for � = 0 and � = 0.5. (Showers that
coincide for ↵s ! 0, e.g. Dire v1 and Pythia8, typically
di↵er at finite ↵s, reflecting NNLL di↵erences.)

Next, we consider a range of more standard observ-
ables at NLL accuracy. They include the Cambridgep
y23 resolution scale [68]; two jet broadenings, BT and

BW [69]; fractional moments, FC1��obs , of the energy-
energy correlations [47]; the thrust [70, 71], and the max-
imum ui = kti/Qe��obs|⌘i| among primary Lund declus-
terings i. Each of these is sensitive to soft-collinear ra-
diation as kt/Qe��obs|⌘|, with the �obs values shown in
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verse momenta in a rapidity slice [72], of full-width 2, is
useful to test non-global logarithms (NGLs). These ob-
servables all have the property that their distribution at
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where ⌃ is the fraction of events where the observable
is smaller than eL (g1 = 0 for the rapidity slice kt).
We also consider the kt-algorithm [75] subjet multiplic-
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as calculated with the shower to the NLL result, as a
function of ↵s ln

p
y23 in the limit of ↵s ! 0. The stan-
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angles) it agrees with 0, though an additional fixed-order
analysis in a fixed-coupling toy shower [37] [51]§ 2 re-
veals issues a↵ecting NLL accuracy, all involving hitherto
undiscovered spurious super-leading logarithmic terms.1

Green circles in Fig. 2 (right) indicate that the
shower/observable combination passes all of our NLL
tests, both at all orders and in fixed-order expansions.
The four shower algorithms designed to be NLL accurate
pass all the tests. These are the PanLocal shower (dipole
and antenna variants) with � = 1

2 and the PanGlobal
shower with � = 0 and � = 1

2 .

1 Such terms, (↵sL)n(↵sL2)p in ln⌃, starting typically for n = 3
(sometimes 2), p � 1, appear for traditional kt ordered dipole
showers for global (�obs > 0) and non-global observables [51]§ 3.
Terms of this kind can generically exist [77–79], but not at
leading-colour or for pure final-state processes with rIRC [47]
safe observables. In many cases, the spurious super-leading log-
arithms appear to resum to mask any disagreement with NLL.
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PanScales status mid-2023: e+e– → jets, pp→ Z/W/H, DIS (w. massless quarks)
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phase space  region critical ingredients observables accuracy colour

soft collinear no long-distance 
recoil global event shapes NLL full

hard collinear
DGLAP split-fns 

+ amplitude spin-
correlations

fragmentation functions 
& special azimuthal 

observables
NLL full

soft commensurate 
angle large-Nc dipoles energy flow in slice NLL full up to 2 

emsns, then LC 

soft, then hard 
collinear soft spin correlations special azimuthal 

observables NLL full up to 2 
emsns, then LC 

all nested – subjet and/or particle 
multiplicity NDL full
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Parton showers are among the most widely used tools in collider physics. Despite their key
importance, none so far has been able to demonstrate accuracy beyond a basic level known as leading
logarithmic (LL) order, with ensuing limitations across a broad spectrum of physics applications.
In this letter, we propose criteria for showers to be considered next-to-leading logarithmic (NLL)
accurate. We then introduce new classes of shower, for final-state radiation, that satisfy the main
elements of these criteria in the widely used large-NC limit. As a proof of concept, we demonstrate
these showers’ agreement with all-order analytical NLL calculations for a range of observables,
something never so far achieved for any parton shower.

High-energy particle collisions produce complex
hadronic final states. Understanding these final states
is of crucial importance in order to extract maximal
information about the underlying energetic scattering
processes and the fundamental Lagrangian of particle
physics. To do so, there is ubiquitous reliance on gen-
eral purpose Monte Carlo (GPMC) event generators [1],
which provide realistic simulations of full events. A core
component of GPMCs is the parton shower, a subject of
much recent research [2–28]. Partons refer to quarks and
gluons, and a shower aims to encode the dynamics of par-
ton production between the high-energy scattering (e.g.
production of electroweak or new-physics states) and the
low scale of hadronic Quantum Chromodynamics (QCD),
at which experimental observations are made.

Typically parton showers are built using a simple
Markovian algorithm that takes an n-parton state and
stochastically maps it to an n + 1-parton state. The it-
eration of this procedure, e.g. starting from a 2-parton
state, builds up events with numerous partons. A fur-
ther step, hadronisation, then maps the partons onto a
set of hadrons. Even though this last step involves mod-
elling [29, 30], many of the features of the resulting events
are driven by the parton shower component which is, in
principle, within the realm of calculations in perturbative
QCD. This is because the showering occurs at momen-
tum scales where the strong coupling, ↵s is small.

Much of collider physics, experimental and theoreti-
cal [31–34], is moving towards high precision, especially
in view of large volumes of data collected so far at
CERN’s Large Hadron Collider (LHC). On the theoreti-
cal front many of the advances either involve approxima-
tions with a small number of partons, or else are specific
to individual observables. Parton showers, in contrast,

⇤ On leave from CNRS, UMR 7589, LPTHE, F-75005, Paris,
France and CERN, Theoretical Physics Department, CH-1211
Geneva 23, Switzerland

use a single algorithm to describe arbitrary observables
of any complexity. This versatility comes at a cost: lesser
accuracy for any specific observable and, quite generally,
at best only limited knowledge [35–38] of what the ac-
curacy even is for a given observable. In fact there is
currently no readily accepted criterion for categorising
the accuracy of parton showers. One novel element that
we introduce in this paper is therefore a set of criteria for
doing so.
The role of showers is to reproduce emissions across

disparate scales. Our first criterion for accuracy starts
by structuring this phase space: there are three phase
space variables per emission, and two of them (e.g. en-
ergy and angle) are associated with logarithmic diver-
gences in the product of squared matrix element and
phase space. We define LL accuracy to include a con-
dition that the shower should generate the correct e↵ec-
tive squared tree-level matrix element in a limit where
every pair of emissions has distinctly di↵erent values for
both logarithmic variables. At NLL accuracy, we fur-
ther require that the shower generate the correct squared
tree-level matrix element in a limit where every pair of
emissions has distinctly di↵erent values for at least one of
the logarithmic variables (or some linear combination of
their logarithms). Beyond NLL accuracy we would con-
sider configurations with a pair of emissions (or multiple
pairs) both of whose logarithmic variables are similar.
To help make this discussion concrete, let us consider

showers that are not NLL accurate according to this cri-
terion: angular ordered showers [39–41] do not repro-
duce the matrix element for configurations ordered in
energy, but with commensurate angles, and this is as-
sociated with their inability to correctly predict ↵n

sL
n

(NLL) e↵ects for non-global observables [36]. Transverse-
momentum (kt) ordered showers with dipole-local re-
coil [2, 3, 5, 11, 42, 43] do not reproduce matrix elements
for configurations ordered in angle but with commensu-
rate transverse momenta, because of the way they assign
transverse recoil [37]. As a result they fail to reproduce
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Parton showers are among the most widely used tools in collider physics. Despite their key
importance, none so far has been able to demonstrate accuracy beyond a basic level known as leading
logarithmic (LL) order, with ensuing limitations across a broad spectrum of physics applications.
In this letter, we propose criteria for showers to be considered next-to-leading logarithmic (NLL)
accurate. We then introduce new classes of shower, for final-state radiation, that satisfy the main
elements of these criteria in the widely used large-NC limit. As a proof of concept, we demonstrate
these showers’ agreement with all-order analytical NLL calculations for a range of observables,
something never so far achieved for any parton shower.

High-energy particle collisions produce complex
hadronic final states. Understanding these final states
is of crucial importance in order to extract maximal
information about the underlying energetic scattering
processes and the fundamental Lagrangian of particle
physics. To do so, there is ubiquitous reliance on gen-
eral purpose Monte Carlo (GPMC) event generators [1],
which provide realistic simulations of full events. A core
component of GPMCs is the parton shower, a subject of
much recent research [2–28]. Partons refer to quarks and
gluons, and a shower aims to encode the dynamics of par-
ton production between the high-energy scattering (e.g.
production of electroweak or new-physics states) and the
low scale of hadronic Quantum Chromodynamics (QCD),
at which experimental observations are made.

Typically parton showers are built using a simple
Markovian algorithm that takes an n-parton state and
stochastically maps it to an n + 1-parton state. The it-
eration of this procedure, e.g. starting from a 2-parton
state, builds up events with numerous partons. A fur-
ther step, hadronisation, then maps the partons onto a
set of hadrons. Even though this last step involves mod-
elling [29, 30], many of the features of the resulting events
are driven by the parton shower component which is, in
principle, within the realm of calculations in perturbative
QCD. This is because the showering occurs at momen-
tum scales where the strong coupling, ↵s is small.

Much of collider physics, experimental and theoreti-
cal [31–34], is moving towards high precision, especially
in view of large volumes of data collected so far at
CERN’s Large Hadron Collider (LHC). On the theoreti-
cal front many of the advances either involve approxima-
tions with a small number of partons, or else are specific
to individual observables. Parton showers, in contrast,
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use a single algorithm to describe arbitrary observables
of any complexity. This versatility comes at a cost: lesser
accuracy for any specific observable and, quite generally,
at best only limited knowledge [35–38] of what the ac-
curacy even is for a given observable. In fact there is
currently no readily accepted criterion for categorising
the accuracy of parton showers. One novel element that
we introduce in this paper is therefore a set of criteria for
doing so.
The role of showers is to reproduce emissions across

disparate scales. Our first criterion for accuracy starts
by structuring this phase space: there are three phase
space variables per emission, and two of them (e.g. en-
ergy and angle) are associated with logarithmic diver-
gences in the product of squared matrix element and
phase space. We define LL accuracy to include a con-
dition that the shower should generate the correct e↵ec-
tive squared tree-level matrix element in a limit where
every pair of emissions has distinctly di↵erent values for
both logarithmic variables. At NLL accuracy, we fur-
ther require that the shower generate the correct squared
tree-level matrix element in a limit where every pair of
emissions has distinctly di↵erent values for at least one of
the logarithmic variables (or some linear combination of
their logarithms). Beyond NLL accuracy we would con-
sider configurations with a pair of emissions (or multiple
pairs) both of whose logarithmic variables are similar.
To help make this discussion concrete, let us consider

showers that are not NLL accurate according to this cri-
terion: angular ordered showers [39–41] do not repro-
duce the matrix element for configurations ordered in
energy, but with commensurate angles, and this is as-
sociated with their inability to correctly predict ↵n

sL
n

(NLL) e↵ects for non-global observables [36]. Transverse-
momentum (kt) ordered showers with dipole-local re-
coil [2, 3, 5, 11, 42, 43] do not reproduce matrix elements
for configurations ordered in angle but with commensu-
rate transverse momenta, because of the way they assign
transverse recoil [37]. As a result they fail to reproduce
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Abstract: Modern parton showers are built using one of two models: dipole showers or

angular ordered showers. Both have distinct strengths and weaknesses. Dipole showers

correctly account for wide-angle, soft gluon emissions and track the leading flows in QCD

colour charge but they are known to mishandle partonic recoil. Angular ordered showers

keep better track of partonic recoil and correctly include large amounts of wide-angle, soft

physics but azimuthal averaging means they are known to mishandle some correlations.

In this paper, we derive both approaches from the same starting point; linking our under-

standing of the two showers. This insight allows us to construct a new dipole shower that

has all the strengths of a standard dipole shower together with the collinear evolution of

an angular-ordered shower. We show that this new approach corrects the next-to-leading-

log errors previously observed in parton showers and improves their sub-leading-colour

accuracy.
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A partitioned dipole-antenna shower with improved

transverse recoil
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Abstract: The implementation of a new final-state parton-shower algorithm in the Py-

thia event generator is described. The shower algorithm, dubbed Apollo, combines cent-

ral aspects of the Vincia antenna shower with the global transverse-recoil scheme of the

Alaric framework in order to achieve formal consistency with next-to-leading logarithmic

(NLL) resummation. The shower algorithm is constructed in such a way that it facilitates a

straightforward combination with fixed-order calculations. As an explicit proof of concept,

a general scheme for matrix-element corrections (MECs) and two separate multiplicative

next-to-leading order (NLO) matching schemes are outlined. It is argued that both match-

ing schemes retain the logarithmic accuracy of the shower. The improved modelling of

radiation is examined by contrasting the new algorithm with existing leading-logarithmic

parton showers in Pythia.
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We present a simple parton-shower model that replaces the explicit angular ordering of the coher-
ent branching formalism with a di↵erentially accurate simulation of soft-gluon radiation by means
of a non-trivial dependence of the splitting functions on azimuthal angles. We introduce a global
kinematics mapping and provide an analytic proof that it satisfies the criteria for next-to leading
logarithmic accuracy. In the new algorithm, initial and final state evolution are treated on the same
footing. We provide an implementation for final-state evolution in the numerical code Alaric and
present a first comparison to experimental data.

I. INTRODUCTION

Parton showers are a cornerstone of computer simulations for high-energy collider physics [1, 2]. They implement
the evolution of QCD from the hard scales to be probed by experiments, to the low scale of hadronization, where
the transition of quasi-free partons (the quarks and gluons of perturbative QCD) to observable hadrons occurs.
In this process, a number of additional partons are generated according to evolution equations that are based on
the factorization properties of QCD amplitudes in the soft and collinear limits. The most commonly used parton
showers can be thought of as numerical implementations of the DGLAP equations [3–6], but various other approaches
exist [7–9].

The first generation of parton shower programs [10–14] was developed four decades ago. Implementations di↵ered
in the way in which the ordering inherent to the evolution equations was realized in the simulation, and how the
kinematics of the emissions were set up. Color coherence, manifesting itself through angular ordering [15–20] became
a guiding principle for the construction of parton showers [21, 22]. Some of these parton showers were also improved
using spin correlation algorithms [23–26]. Increasing precision requirements, especially in preparation for the Large
Hadron Collider (LHC), mandated more precise Monte-Carlo simulations. The matching of parton showers to next-
to-leading order calculations [27–33] and the merging of calculations for varying jet multiplicity [34–44] became focus
points of event generator development. The correspondence between fixed-order infrared subtraction schemes and
parton showers was identified as central to a correct matching procedure, leading to the construction of algorithms
with a dipole-local momentum mapping and ordering in transverse momentum [45–52].

These newly developed algorithms were found to have significant drawbacks in terms of their logarithmic accu-
racy [53]. The resummation of observables at leading logarithmic (LL) accuracy is relatively straightforward to
achieve using a parton-shower algorithm. The resummation at next-to-leading logarithmic (NLL) precision however
poses a number of challenges. The first generic technique to quantify the logarithmic accuracy of parton showers
was presented in [53, 54] and consists of a set of fixed-order and all-order criteria, which can broadly be classified
as tests related to kinematic recoil e↵ects, and tests of color coherence. In the present manuscript, we will discuss
only kinematic e↵ects. A discussion of sub-leading color e↵ects can be found for example in [55–67]. One of the main
results of [53] was that the kinematics mapping in the transition from an n-particle to an n + 1-particle final state
should not alter the existing momentum configuration in a way that distorts the e↵ects of the pre-existing emissions
on observables. This criterion is formulated such that only the e↵ects relevant at NLL precision can be extracted, by
taking the limit ↵s ! 0 at fixed � = ↵s ln v, where v is the observable to be resummed. The algorithms in [47, 50, 52]
do not satisfy the criteria for NLL precision, because their momentum mappings can generate recoil whose e↵ect on
existing emissions at commensurate scales does not vanish in the ↵s ! 0 limit. It is important to note that these
failures to agree with known NLL resummation are not related to the e↵ects of momentum and probability conser-
vation discussed in [68]. In order to remedy the problem with NLL accuracy, new kinematics mapping schemes were
developed in [54, 69–71]. The main di↵erence of the new dipole schemes in [54, 71] compared to existing algorithms
is that recoil is assigned according to the rapidity of the emission in the frame of the hard process, rather than the
dipole frame, and that initial-state radiation is treated such that the interpretation of the hard system is unchanged
for subsequent emissions.

We will approach the same problem from a di↵erent perspective. Recalling that color–coherent parton evolution is
a consequence of the angular dependence of the soft eikonal, we will reformulate the radiator functions of [21] using a
partial fractioning approach similar to the identified particle subtraction scheme in [72]. In addition, we note that in
dipole and antenna showers the anti-collinear direction is inextricably linked to the direction of the color spectator. By
lifting this restriction, we are able to construct an algorithm which allows the entire QCD multipole to absorb the recoil
from parton branching, independent of the number of pre-existing emissions, and independent of their kinematics.
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We introduce the Alaric parton shower for simulating QCD radiation at hadron colliders and
present numerical results from an implementation in the event generator Sherpa. Alaric provides
a consistent framework to quantify certain systematic uncertainties which cannot be eliminated by
comparing the parton shower with analytic resummation. In particular, it allows to study recoil
e↵ects away from the soft and collinear limits without the need to change the evolution variable or
the splitting functions. We assess the performance of Alaric in Drell-Yan lepton pair and QCD jet
production, and present the first multi-jet merging for the new algorithm.

I. INTRODUCTION

Experiments at high-energy hadron colliders such as the CERN Large Hadron Collider (LHC) have been the
source of much of our understanding of the smallest building blocks of matter. While they often do not reach the
same precision as lepton colliders, proton-(anti)proton machines o↵er unprecedented reach in available center-of-mass
energy, and thus open a pathway to the observation of hitherto unknown particles as well as new interactions [1–
3]. Quite naturally, opportunity comes at a cost. The composite nature of the beam particles, and the complex
phenomenology of QCD at low and high scales hinder the extraction of rare hadron-level signals from large and
often poorly understood backgrounds. Computer simulations in the form of Monte-Carlo event generators have so far
proven the only e↵ective approach to this problem [4, 5]. Among the many components of these event generators, the
approximation of QCD radiative corrections to all orders in perturbation theory is one of the most important. This
component is implemented by parton showers.

The discovery of the gluon at Petra about forty years ago spurred the development of the first parton showers [6–9].
Since then, the increasing center-of-mass energy of the experiments mandated a corresponding increase in precision of
the simulations, which led to the development of spin correlation algorithms [10–13], matching to next-to-leading order
fixed-order calculations [14–20] and the merging of calculations for varying jet multiplicity [21–31]. Color coherent
parton evolution, manifesting itself through angular ordering for global observables [32–37], became a guiding principle
for the construction of many early parton shower algorithms [38, 39] and remains a powerful computational tool.
However, for observables sensitive to certain correlations among partons and jets, angular ordering does not capture
all details of QCD radiative e↵ects [40]. This class of observables can be better described by algorithms based on the
color dipole picture, first proposed and implemented in [41–43], and later extended to a more e�cient and precise
simulation framework [44–48]. Algorithms based on the dipole picture were also supplemented by a matching to
single parton evolution in the collinear limit [49–55]. Most parton showers currently used by the LHC experiments
are based on this paradigm [5]. Recently, they have again been revised, in order to achieve consistency with analytic
resummation in the limit of large center-of-mass energies [56]. The resulting improvements concern kinematic recoil
e↵ects [57–65], and an improved simulation of color coherence [44, 66–79].

In this publication we will report on the extension of one of the new dipole-like parton shower algorithms, called
Alaric [63, 64], to initial-state radiation. A unique aspect of the Alaric method is the non-trivial dependence
of splitting functions on the azimuthal emission angle, even when spin correlations are not included. This allows
to simulate the complete one-loop soft radiation pattern without the need for angular ordering. At the same time,
the choice of recoil momentum necessary to implement four-momentum conservation and on-shell conditions is left
arbitrary, enabling an easy matching of the parton-shower to analytic calculations for specific observables. The
new method satisfies the stringent criteria for next-to-leading logarithmic (NLL) precision at leading color [56] for
all recursively infrared safe observables [63]. Here we will discuss specifically the treatment of the collinear splitting
functions in the context of di↵erent kinematics mappings, focusing on terms which are not determined by the matching
to a soft eikonal. Sub-leading power corrections to these terms vanish in the NLL limit, but can play a significant
role at finite transverse momentum [80] and must therefore be implemented as faithful as possible. They are often
important at hadron colliders due to the enhanced gluon distribution at high energies and small x [81, 82].

The manuscript is structured as follows. Section II introduces the collinear splitting functions and presents a
kinematics-independent definition of the purely collinear terms for final- and initial-state evolution. Section III
introduces the kinematic mappings used in our algorithm and discusses an extension of the proposal in Ref. [63].
Section VI presents some first example phenomenological predictions in comparison to experimental data from the
Large Hadron Collider. Finally, Sec. VII discusses further directions of development.
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We present an algorithm for massive parton evolution which is based on the di↵erentially accurate
simulation of soft-gluon radiation by means of a non-trivial azimuthal angle dependence of the
splitting functions. The kinematics mapping is chosen such as to to reflect the symmetry of the
final state in soft-gluon radiation and collinear splitting processes. We compute the counterterms
needed for a fully di↵erential NLO matching and discuss the analytic structure of the parton shower
in the NLL limit. We implement the new algorithm in the numerical code Alaric and present a
first comparison to experimental data.

I. INTRODUCTION

The production and evolution of massive partons are an important aspect of collider physics, and they play a
particularly prominent role at the Large Hadron Collider at CERN. Key measurements and searches, such as tt̄H

and triple Higgs boson production, involve final states with many b-jets. The success of the LHC physics program
therefore depends crucially on the modeling of heavy quark processes in the Monte-Carlo event generators used to
link theory and experiment. With the high-luminosity phase of the LHC approaching fast, it is important to increase
the precision of these tools in simulations involving massive partons.

Heavy quark and heavy-quark associated processes have been investigated in great detail, both from the perspective
of fixed-order perturbative QCD and using resummation, see for example [1–4]. Various proposals were made for the
fully di↵erential simulation in the context of particle-level Monte Carlo event generators [5–8]. Recently, a new
scheme was devised for including the evolution of massive quarks in the initial state of hadron-hadron and lepton-
hadron collisions [9]. In this manuscript, we will introduce an algorithm for the final-state evolution and matching
in heavy-quark processes, inspired by the recently proposed parton-shower model Alaric [10]. The soft components
of the splitting functions are derived from the massive eikonal and are matched to the quasi-collinear limit using a
partial fractioning technique. In contrast to the matching of [7, 11], we partial fraction the complete soft eikonal,
leading to strictly positive splitting functions and thus keeping the numerical e�ciency of the Monte-Carlo algorithm
at a maximum. We also propose to use a kinematic mapping for the collinear splitting of gluons into quarks that
treats the outgoing particles democratically. This algorithm can be extended to any purely collinear splitting (i.e.,
after subtracting any soft enhanced part of the splitting functions) while retaining the NLL precision of the evolution.

Multi-jet merging and matching of parton-shower simulations to NLO calculations in the context of heavy-quark
production were discussed, for example, in [12–15]. The NLO matching is typically fairly involved, because of the
complex structure and partly ambiguous definition of the infrared counterterms. In this publication, we compute
the integrated counterterms for our new parton-shower model, making use of recent results for angular integrals in
dimensional regularization [16]. This calculation provides the remaining counterterms needed for the matching of the
Alaric parton-shower model at NLO QCD. We briefly discuss the extension to initial-state radiation but postpone
a detailed analysis to a future publication.

This paper is structured as follows: Section II briefly reviews the construction of the Alaric parton-shower model
and generalizes the discussion to massive particles. Section III introduces the di↵erent kinematics mappings. Sec-
tion IV discusses the general form of the phase-space factorization and provides explicit results for processes with
soft radiation and collinear splitting. The computation of integrated infrared counterterms is presented in Sec. V.
Section VI discusses the impact of the kinematics mapping on sub-leading logarithms, and Sec. VII provides first
numerical predictions for e+e� !hadrons. Section VIII contains an outlook.

II. SOFT-COLLINEAR MATCHING

We start the discussion by revisiting the singularity structure of n-parton QCD amplitudes in the infrared limits.
If two partons, i and j, become quasi-collinear, the squared amplitude factorizes as

nh1, . . . , n|1, . . . , nin =
X

�,�0=±
n�1

D
1, . . . , i\(ij), . . . , j\, . . . , n

���
8⇡↵s P

��0

(ij)i(z)

(pi + pj)2 �m
2
ij

���1, . . . , i\(ij), . . . , j\, . . . , n
E

n�1
, (1)

where the notation i\ indicates that parton i is removed from the original amplitude, and where (ij) is the progenitor
of partons i and j. The functions P��0

ab (z) are the spin-dependent, massive DGLAP splitting functions, which depend
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We propose a method to examine how a parton shower sums large logarithms. In this method, one
works with an appropriate integral transform of the distribution for the observable of interest. Then,
one reformulates the parton shower so as to obtain the transformed distribution as an exponential
for which one can compute the terms in the perturbative expansion of the exponent. We apply this
general program to the thrust distribution in electron-positron annihilation, using several shower
algorithms. Of the approaches that we use, the most generally applicable is to compute some of
the perturbative coe�cients in the exponent by numerical integration and to test whether they are
consistent with next-to-leading-log summation of the thrust logarithms.

Keywords: perturbative QCD, parton shower

I. INTRODUCTION

Parton shower event generators provide a way to ap-
proximately sum large logarithms in QCD. Consider an
infrared safe observable labelled by J in hadron-hadron,
lepton-hadron, or lepton-lepton collisions at a large en-
ergy scale µh. Suppose that one is interested in a cross
section �̂J(v) for the observable to take the value v.
The observable is characterized by a scale Q̂2

J(v), such
that the �̂J(v) is not sensitive to parton splittings at a
scale smaller than Q̂2

J(v). For instance, one might be
interested in the k? distribution in the Drell-Yan pro-
cess in hadron-hadron collisions. Then v = k? and
Q̂2

J(v) ⇠ k2
?. If Q̂

2
J(v) ⇠ µ2

h
, one can use straightforward

QCD perturbation theory to calculate �̂J(v). However,
if Q̂2

J(v) ⌧ µ2
h
, the perturbative expansion for �̂J(v) will

contain large logarithms, log(µ2
h
/Q̂2

J(v)).
Often, one can analyze these logarithms by taking an

appropriate integral transform of �̂J(v). Then one cal-
culates a cross section �J(r) depending on a variable or
variables r. The cross section �J(r) contains logarithms
L(r) that are large when r approaches a limit. For in-
stance, one might take the Fourier transform, with trans-
verse position b, of the Drell-Yan k? distribution. In this
example, r stands for b, the limit is b2 ! 1, and the
logarithm is L = log(b2µ2

h
). Typically the cross section

then has the form

�J(r) = c0

(
1 +

1X

n=1

2nX

j=0

c(n, j)↵n
s (µ

2
h
)Lj(r)

)
. (1)

The logarithms Lj(r) arise in QCD from the soft and
collinear singularities of the theory. These same soft and

⇤
Zoltan.Nagy@desy.de

†
soper@uoregon.edu

collinear singularities are contained in the splitting func-
tions of a parton shower algorithm. Thus running a par-
ton shower event generator to calculate �J(r) will pro-
duce an approximation to the series in Eq. (1). That
is, the parton shower approximately sums the large log-
arithms. The object of this paper is to investigate the
form of the result of this summation.1

To exhibit the summation of logarithms, we rearrange
the parton shower algorithm so that it is specialized to
calculate just �J(r) and so that it expresses �J(r) di-
rectly in terms of an exponential

T exp

 Z µ2
h

µ2
f

dµ2

µ2
SY(µ

2; r)

!
, (2)

where T indicates ordering in µ2. The integral of
SY(µ2; r) in the exponent has an expansion

Z µ2
h

µ2
f

dµ2

µ2
SY(µ

2; r) =
1X

n=1

↵n
s (µ

2
h
)

2nX

j=0

e(n, j)Lj(r) . (3)

The operator SY(µ2; r) is determined by the parton split-
ting operator S(µ2) in the original shower. This gives one
direct access to the coe�cients e(n, j). With this repre-
sentation, one has the potential to prove that e(n, j) = 0
for j > n + 1. The terms with j = n + 1 are called
leading-log (LL) terms and the terms with j = n are
called next-to-leading-log (NLL) terms. One also has the
potential to prove that e(n, j) for j = n+1 and for j = n
are what is expected in full QCD if a full QCD result is
known.

1
The analysis applies not just when �J (r) represents an integral

transform of some other distribution, but also whenever the op-

erator OJ (r) that we use to measure �J (r) after the shower has

an inverse. That is, OJ (r) must have no eigenvalues equal to

zero.
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Matching and event-shape NNDL accuracy in parton

showers
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Abstract: To explore the interplay of NLO matching and next-to-leading logarithmic

(NLL) parton showers, we consider the simplest case of �⇤ and Higgs-boson decays to qq̄

and gg respectively. Not only should shower NLL accuracy be retained across observ-

ables after matching, but for global event-shape observables and the two-jet rate, match-

ing can augment the shower in such a way that it additionally achieves next-to-next-to-

double-logarithmic (NNDL) accuracy, a first step on the route towards general NNLL. As

a proof-of-concept exploration of this question, we consider direct application of multi-

plicative matrix-element corrections, as well as simple implementations of MC@NLO and

POWHEG-style matching. We find that the first two straightforwardly bring NNDL accu-

racy, and that this can also be achieved with POWHEG, although particular care is needed

in the handover between POWHEG and the shower. Our study involves both analytic and

numerical components and we also touch on some phenomenological considerations.

Keywords: QCD, Parton Shower, NLO, Matching, Resummation, LHC, LEP
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Abstract: We carry out extensive tests of the next-to-leading logarithmic (NLL) accu-

racy of the PanScales parton showers, as introduced recently for colour-singlet production

in hadron collisions. The tests include comparisons to (semi-)analytic NLL calculations of

a wide range of hadron-collider observables: the colour-singlet boson transverse momentum

distribution; global and non-global hadronic energy flow variables related to jet vetoes and

analogues of jettiness distributions; (sub)jet multiplicities; and observables sensitive to the

DGLAP evolution of the incoming momentum fractions. In the tests, we also include an

implementation of a standard transverse-momentum ordered dipole shower, to establish the

size of missing NLL e↵ects in such showers, which, depending on the observable, can reach

100%. This paper, together with [1], constitutes the first step towards process-independent

NLL-accurate parton showers for hadronic collisions.

Keywords: QCD, Parton Shower, Resummation, LHC
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Spin correlations in final-state parton showers and jet
observables
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Abstract

As part of a programme to develop parton showers with controlled logarithmic accuracy,
we consider the question of collinear spin correlations within the PanScales family of parton
showers. We adapt the well-known Collins-Knowles spin-correlation algorithm to PanScales
antenna and dipole showers, using an approach with similarities to that taken by Richardson
and Webster. To study the impact of spin correlations, we develop Lund-declustering based
observables that are sensitive to spin-correlation e↵ects both within and between jets and
extend the MicroJets collinear single-logarithmic resummation code to include spin corre-
lations. Together with a 3-point energy correlation observable proposed recently by Chen,
Moult and Zhu, this provides a powerful set of constraints for validating the logarithmic
accuracy of our shower results. The new observables and their resummation further open
the pathway to phenomenological studies of these important quantum mechanical e↵ects.
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Abstract: Standard dipole parton showers are known to yield incorrect subleading-

colour contributions to the leading (double) logarithmic terms for a variety of observables.

In this work, concentrating on final-state showers, we present two simple, computationally

e�cient prescriptions to correct this problem, exploiting a Lund-diagram type classifica-

tion of emission regions. We study the resulting e↵ective multiple-emission matrix elements

generated by the shower, and discuss their impact on subleading colour contributions to

leading and next-to-leading logarithms (NLL) for a range of observables. In particular

we show that the new schemes give the correct full colour NLL terms for global observ-

ables and multiplicities. Subleading colour issues remain at NLL (single logarithms) for

non-global observables, though one of our two schemes reproduces the correct full-colour

matrix-element for any number of energy-ordered commensurate-angle pairs of emissions.

While we carry out our tests within the PanScales shower framework, the schemes are suf-

ficiently simple that it should be straightforward to implement them also in other shower

frameworks.
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Abstract: We introduce a simple procedure that resolves the long-standing question of

how to account for single-logarithmic spin-correlation e↵ects in parton showers not just

in the collinear limit, but also in the soft wide-angle limit, at leading colour. We discuss

its implementation in the context of the PanScales family of parton showers, where it

complements our earlier treatment of the purely collinear spin correlations. Comparisons

to fixed-order matrix elements help validate our approach up to third order in the strong

coupling, and an appendix demonstrates the small size of residual subleading-colour e↵ects.

To help probe wide-angle soft spin correlation e↵ects, we introduce a new declustering-based

non-global spin-sensitive observable, the first of its kind. Our showers provide a reference

for its single-logarithmic resummation. The work in this paper represents the last step

required for final-state massless showers to satisfy the broad PanScales next-to-leading

logarithmic accuracy goals.

Keywords: QCD, Parton Shower, Resummation, LHC, LEP
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Abstract

In this article, we document version 0.1 of the PanScales code for parton
shower simulations. With the help of a few examples, we discuss basic usage
of the code, including tests of logarithmic accuracy of parton showers. We
expose some of the numerical techniques underlying the logarithmic tests and
include a description of how users can implement their own showers within
the framework. Some of the simpler logarithmic tests can be performed in a
few minutes on a modern laptop. As an early step towards phenomenology,
we also outline some aspects of a preliminary interface to Pythia8.3, for access
to its hard matrix elements and its hadronisation modules.

The code is available from https://gitlab.com/panscales/panscales-0.X
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Next-to-leading-logarithmic PanScales showers for

Deep Inelastic Scattering and Vector Boson Fusion
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Abstract: We introduce the first family of parton showers that achieve next-to-leading

logarithmic (NLL) accuracy for processes involving a t-channel exchange of a colour-singlet,

and embed them in the PanScales framework. These showers are applicable to processes

such as deep inelastic scattering (DIS), vector boson fusion (VBF), and vector boson scat-

tering (VBS). We extensively test and verify the NLL accuracy of the new showers at both

fixed order and all orders across a wide range of observables. We also introduce a gener-

alisation of the Cambridge-Aachen jet algorithm and formulate new DIS observables that

exhibit a simple resummation structure. The NLL showers are compared to a standard

transverse-momentum ordered dipole shower, serving as a proxy for the current state-of-

the-art leading-logarithmic showers available in public codes. Depending on the observable,

we find discrepancies at NLL of the order of 15%. We also present some exploratory phe-

nomenological results for Higgs production in VBF. This work enables, for the first time,

to resum simultaneously global and non-global observables for the VBF process at NLL

accuracy.

Keywords: QCD, Parton Shower, Resummation, LHC, HERA, DIS, VBF, VBSar
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In a companion publication, we have explored how to examine the summation of large logarithms

in a parton shower. Here, we apply this general program to the thrust distribution in electron-

positron annihilation, using several shower algorithms. The method is to work with an appropriate

integral transform of the distribution for the observable of interest. Then, we reformulate the parton

shower calculation so as to obtain the transformed distribution as an exponential for which we can

compute the terms in the perturbative expansion of the exponent.

Keywords: perturbative QCD, parton shower

I. INTRODUCTION

A parton shower event generator can provide a QCD
based approximation for a cross section �̂J(v) for an ob-
servable J to take a value v in hadron-hadron, lepton-
hadron, or electron-positron collisions. For example J
could denote the transverse momentum distribution in
the Drell-Yan process and v could be v = kT. Suppose
that the observable J is infrared safe with a scale Q̂2

J(v)
substantially greater than 1 GeV2. Then we can, at least
in principle, omit a model for hadronization in the event
generator. This leaves us with just an event generator
based on a parton shower, which uses parton splitting
functions based on the soft and collinear singularities of
QCD. Running the parton shower event generator gives
us an approximation �̂J(v; shower) for the cross section
�̂J(v).

The QCD perturbative expansion for �̂J(v) will con-
tain logarithms, L = log(µ2

h
/Q̂2

J(v)), where µ2
h
is the

scale of the hardest interaction in the event. Typically
one finds perturbative contributions to �̂J(v) propor-
tional to ↵n

s (µ
2
h
)L2n. If µ2

h
is close to Q̂2

J(v), then we
do not need the parton shower at all. Rather, we can
use just fixed order perturbation theory. However, if
1 GeV2

⌧ Q̂2
J(v) ⌧ µ2

h
, and L2 >

⇠ 1/↵s(µ2
h
), then fixed

order perturbation theory is not adequate. One must
try to sum the contributions at each order of perturba-
tion theory that have the most powers of L. Since the
splitting functions in a parton shower reflect the soft and
collinear singularities of QCD and since it is these singu-
larities that lead to the appearance of the logarithms L,
we may hope that a parton shower provides an adequate
approximation to the cross section �̂J(v).

We caution the reader that we do not expect that a
given parton shower algorithm correctly sums the log-
arithms for all infrared safe observables that generate

⇤
Zoltan.Nagy@desy.de

†
soper@uoregon.edu

large logarithms in perturbation theory. Thus we would
not speak of a next-to-leading-log parton shower, without
specifying just what logs are correctly summed.
For some observables J one can derive an analyti-

cal approximation, �̂J(v; analytical), to �̂J(v) that sums
the large logarithms in an appropriate sense. In some
cases [1, 2], it is also possible to find an analyti-
cal formula that well approximates the shower result
�̂J(v; shower). Then one can tell whether �̂J(v; shower)
agrees with �̂J(v; analytical) to the accuracy with which
�̂J(v; analytical) sums the large logarithms. However,
this is usually di�cult.
Normally, the approximation �̂J(v; shower) obtained

with a parton shower is limited to a numerical re-
sult obtained by averaging over many generated events.
In the limit of very large hard scattering scales µ2

h
,

�̂J(v; shower) should match �̂J(v; analytical). How-
ever, for µ2

h
in the kinematic range of experiments,

�̂J(v; shower) contains e↵ects that are numerically im-
portant but are not included in �̂J(v; analytical). Thus
it is di�cult to tell whether �̂J(v; shower) agrees with
�̂J(v; analytical).
One approach to comparing �̂J(v; shower) to

�̂J(v; analytical) is to directly calculate �̂J(v; shower)
for a sequence of very large hard scattering scales µ2

h
that

are far from the range of experiments. This approach
can work [3], and in fact we use it to a limited extent
in this paper. However, it is di�cult to maintain the
required numerical accuracy at very large values of µ2

h

in a practical parton shower event generator.
In an analytical approach, one typically starts by tak-

ing an appropriate integral transform of �̂J(v). Then one
calculates a cross section �J(r) depending on a variable
or variables r. The cross section �J(r) contains loga-
rithms L(r) that are large when r approaches a limit.
For instance, one might take the Fourier transform of
the kT distribution in the Drell-Yan process. Then r is
the transverse position, usually called b. The logarithm
is L = log(b2µ2

h
), which is large when b2 ! 1.

The aim of this paper is to redesign the calculation of
the parton shower cross section so that it produces the
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Abstract The dipole formalism provides a powerful
framework from which parton showers can be constructed.
In a recent paper [1], we proposed a dipole shower with
improved colour accuracy and in this paper we show
how it can be further improved. After an explicit check
at O(↵2

s ) we confirm that our original shower performs
as it was designed to, i.e. inheriting its handling of
angular-ordered radiation from a coherent branching
algorithm. We also show how other dipole shower al-
gorithms fail to achieve this. Nevertheless, there is an
O(↵2

s ) topology where it di↵ers at sub-leading Nc from
a coherent branching algorithm. This erroneous topol-
ogy can contribute a leading logarithm to some observ-
ables and corresponds to emissions that are ordered in
kt but not angle. We propose a simple, computationally
e�cient way to correct this and assign colour factors in
accordance with the coherence properties of QCD to all
orders in ↵s.

1 Introduction

Parton showers typically are constructed using one of
two basic approaches: angular-ordered showers (based
on the coherent branching formalism) and dipole show-
ers. Angular ordering is a very powerful approach, pro-
viding next-to-leading logarithmic (NLL) accuracy in
some observables,1 but it fails to capture physics salient
to the description of multi-jet final states in hadron
colliders and non-global observables. By comparison,

ae-mail: jack.holguin@manchester.ac.uk
be-mail: je↵rey.forshaw@manchester.ac.uk
ce-mail: simon.plaetzer@univie.ac.at
1Many e+e� observables share the property that their dis-
tributions exponentiate:

⌃(↵s, L) = (1 + C(↵s)) exp(Lg1(↵sL) + g2(↵sL) + ...),

dipole showers are typically restricted to leading-colour
accuracy but they can be applied across the board. In
recent literature, much attention has been focused on
improving the framework upon which dipole showers
are constructed [4,5,6,7,8,9,10,11,12,13,14]. Substan-
tial progress has been made demonstrating their ca-
pacity for NLL resummation [15,1] and methods for
partially addressing sub-leading colour have also been
proposed, by extending dipole showers beyond leading-
Nc colour flows [16,17,18,19]. In a recent paper [1], we
constructed a dipole shower that has the virtue of in-
heriting some of the colour dynamics of an angular-
ordered shower, which improved sub-leading colour ac-
curacy. In this paper we perform a fixed-order cross-
check of that approach. We do so by comparing the
improved shower’s assignment of colour factors to the
corresponding exact e+e� matrix elements, computed
with second-order QCD corrections. Motivated by these
calculations, we are able to further improve our dipole
shower’s description of colour, in a way that is applica-
ble to evolution with an arbitrary number of emissions.

In [1] we derived an improved dipole shower in the
context of e+e� ! qq̄ collisions2, starting from an al-
gorithm for the evolution of QCD amplitudes first pre-
sented in [20]. The shower can be understood by consid-
ering a few key features of angular-ordered and dipole
showers. When a shower emits a parton, three new
degrees of freedom (DoF) are introduced, describing
the new parton’s energy and direction. Angular-ordered
showers average over one of the DoF (a contextually
defined azimuth) which allows the e↵ects of QCD co-

where ⌃ is the fraction of events for which the observable is
less than some value, v = e�L. NLL accuracy corresponds to
correctly computing the functions g1 and g2 [2,3].
2Though the framework to extend the shower beyond e+e�

was presented in the appendices of [1].
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towards NNLL  
(for now e+e–)

NLL: terms of order  (residual uncertainties ) 

NNLL: terms of order  (residual uncertainties few %)

αn
s Ln ∼ 1 ∼ αs ∼ 10 − 20 %
αn

s Ln−1 ∼ αs ∼ α2
s ∼
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The PanScales parton showers:  
where Monte Carlo and Resummation meet 



Gavin P. Salam Aachen, January 2025

sources of NNLL terms: αn
s Ln−1

At top of Lund plane (hard 3-jet 
region), account for Born+1-real and 
Born 1-loop — i.e. full NLO 

→  (=  with )  

Must be done in a way that preserves 
shower logarithmic accuracy 

Hamilton, Karlberg, GPS, Scyboz, 
Verheyen, 2301.09645

αs αn
s Ln−1 n = 1
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sources of NNLL terms: αn
s Ln−1

At edges, i.e. regions of size , 
account for  contributions, both 
fully differential soft double-real 
(large-angle and/or collinear), and 
soft 1-loop single-real 

→   
(and, with running coupling, etc. 

) 

Ferrario Ravasio, Hamilton, 
Karlberg, GPS, Scyboz, Soyez, 

2307.11142

L
α2

s

α2
s L

αn
s Ln−1
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sources of NNLL terms: αn
s Ln−1

For many observables, at hard 
collinear edge, only need integrated 
collinear  and one-loop 
collinear  

→   
(and, with running coupling, etc. 

) 

Dasgupta & El-Menoufi, 2109.07496 
van Beekveld, Dasgupta, El-Menoufi, 

Monni, 2307.15734

1 → 3
1 → 2

α2
s L

αn
s Ln−1
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sources of NNLL terms: αn
s Ln−1

In soft-collinear vetoed region (size ), 
need control of all  terms, i.e. summed-
integrated  

➤ triple-soft,  
➤ 1-loop double-soft  
➤ 2-loop single-soft 

Combination that we need can be deduced 
from existing work (cf. 3-loop cusp 
anomalous dimension) 

→   
(and, with running coupling, etc. ) 

Banfi, El-Menoufi & Monni 1807.11487 
Catani, de Florian, Grazzini, 1904.10365

L2

α3
s

α3
s L2

αn
s Ln−1
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sources of NNLL terms: αn
s Ln−1

Consistent assembly of all the pieces 

van Beekveld, Dasgupta, El-Menoufi, 
Ferrario Ravasio, Hamilton,  Helliwell, 

Karlberg, Monni, GPS, Scyboz, Soto-
Ontoso, Soyez, 2406.02661 

And new NNLL calculations against 
which to verify the results 

non-global logarithms: Banfi, Dreyer, 
Monni, 2104.06416 

subjet multiplicity: Medves, Soyez, 
Soto Ontoso, 2205.02861 

+ wider literature + work in progress 
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Comparing to LEP event-shape data

NNLL brings 20% 
effects ( ) 

Dramatically 
improves agreement 
with data, using a 
“normal”   

NB: 3-jet @ NLO still 
missing for robust 
pheno conclusions

∼ αs

αs = 0.118

86

4

FIG. 2. Test of NNLL accuracy of the PanGlobal (PGsdf

ω=0)
shower for the cumulative distribution of the Cambridge y23

resolution variable, compared to known results for Z →
qq̄ [52] (left) and H → gg [77] (right). The curves show the
di!erence relative to NNLL for various subsets of ingredients.
Starting from the red curve, DS additionally includes double
soft contributions and 2-jet NLO matching; 3ω includes 3-loop
running of εs and the K

resum

2 term. B2 in the legend refers
only to its resummation part, Bint,NLO

2
. Including all e!ects

(blue line) gives a result that is consistent with zero, i.e. in
agreement with NNLL.

just involve the Sudakov non-emission probability) to
the shower’s double-soft emissions, as anticipated below
Eq. (3). The connection with the ARES NNLL formal-
ism [51, 52, 58] is discussed in Ref. [72], § 4.

Besides the analytic proof, we also carry out a series
of numerical verifications of the NNLL accuracy of sev-
eral parton showers with the above elements, using a
leading-colour limit 2CF = CA = 3. These tests help
provide confidence both in the overall picture and in our
specific implementation for final-state showers. Fig. 2
shows a suitably normalised logarithm of the ratio of the
cumulative shower and resummed cross sections, for a
specific observable, the two-to-three jet resolution pa-
rameter, y23, for the Cambridge jet algorithm [73] in
Z → qq̄ (left) and H → gg (right) processes. Focusing
on the PGsdf

ωps=0
shower, the plots show results with vari-

ous subsets of ingredients. A zero result indicates NNLL
accuracy. Only with 2-jet NLO matching [74], double-
soft corrections [29], B2 [67, 68] terms, 3-loop running of
ωs [75, 76], K2 contributions [58, 66], and the drift cor-
rection of this Letter does one obtain agreement with the
known NNLL predictions [52, 77]. For this shower and
observable, the drift correction dominates.

Tests across a wider range of observables and shower
variants are shown in Fig. 3 for a fixed value of ε =
ωs ln v = ↑0.4. With the drifts and all other contribu-
tions included, there is good agreement with the NNLL
predictions [45–52, 58, 61, 77].

Earlier work on NLL accuracy had found that the co-
e!cients of NLL violations in common showers tended
to be moderate for relatively inclusive observables like
event shapes [5]. In contrast, here we see that non-NNLL

FIG. 3. Summary of NNLL tests across observables and
shower variants. Results consistent with zero (shown in green)
are in agreement with NNLL. The observables correspond to
the event shapes used in Ref. [5] and they are grouped accord-
ing to the power (ϑobs) of their dependence on the emission
angle. All showers that include the corrections of this Letter
agree with NNLL.

FIG. 4. Results for the Thrust and Durham y23 [78] ob-
servables with the PanGlobal showers compared to ALEPH
data [79], using εs(MZ) = 0.118. The lower (middle) panel
shows the ratios of the NNLL (NLL) shower variants to data.

showers di”er from NNLL accuracy with coe!cients of
order one. That suggests a potential non-negligible phe-
nomenological e”ect.
Fig. 4 compares three PanGlobal showers with ALEPH

data [79] using Rivet v3 [80], illustrating the showers in
their NLL and NNLL variants, with ω

ms
s (MZ) = 0.118 for

both. We use 2-jet NLO matching [74], and the NODS
colour scheme [6], which guarantees full-colour accuracy
in terms up to NLL for global event shapes. Our showers
are implemented in a pre-release of PanScales [81] v0.2.0,
interfaced to Pythia v8.311 [3] for hadronisation, with
non-perturbative parameters tuned to ALEPH [79, 82]
and L3 [83] data (starting from the Monash 13 tune [84],
cf. Ref. [72] § 5; the tune has only a modest impact on the

NNLL
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  Took about 35 years to reach full NLL since the birth of parton showers …
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Parton showers are among the most widely used tools in collider physics. Despite their key
importance, none so far has been able to demonstrate accuracy beyond a basic level known as leading
logarithmic (LL) order, with ensuing limitations across a broad spectrum of physics applications.
In this letter, we propose criteria for showers to be considered next-to-leading logarithmic (NLL)
accurate. We then introduce new classes of shower, for final-state radiation, that satisfy the main
elements of these criteria in the widely used large-NC limit. As a proof of concept, we demonstrate
these showers’ agreement with all-order analytical NLL calculations for a range of observables,
something never so far achieved for any parton shower.

High-energy particle collisions produce complex
hadronic final states. Understanding these final states
is of crucial importance in order to extract maximal
information about the underlying energetic scattering
processes and the fundamental Lagrangian of particle
physics. To do so, there is ubiquitous reliance on gen-
eral purpose Monte Carlo (GPMC) event generators [1],
which provide realistic simulations of full events. A core
component of GPMCs is the parton shower, a subject of
much recent research [2–28]. Partons refer to quarks and
gluons, and a shower aims to encode the dynamics of par-
ton production between the high-energy scattering (e.g.
production of electroweak or new-physics states) and the
low scale of hadronic Quantum Chromodynamics (QCD),
at which experimental observations are made.

Typically parton showers are built using a simple
Markovian algorithm that takes an n-parton state and
stochastically maps it to an n + 1-parton state. The it-
eration of this procedure, e.g. starting from a 2-parton
state, builds up events with numerous partons. A fur-
ther step, hadronisation, then maps the partons onto a
set of hadrons. Even though this last step involves mod-
elling [29, 30], many of the features of the resulting events
are driven by the parton shower component which is, in
principle, within the realm of calculations in perturbative
QCD. This is because the showering occurs at momen-
tum scales where the strong coupling, ↵s is small.

Much of collider physics, experimental and theoreti-
cal [31–34], is moving towards high precision, especially
in view of large volumes of data collected so far at
CERN’s Large Hadron Collider (LHC). On the theoreti-
cal front many of the advances either involve approxima-
tions with a small number of partons, or else are specific
to individual observables. Parton showers, in contrast,

⇤ On leave from CNRS, UMR 7589, LPTHE, F-75005, Paris,
France and CERN, Theoretical Physics Department, CH-1211
Geneva 23, Switzerland

use a single algorithm to describe arbitrary observables
of any complexity. This versatility comes at a cost: lesser
accuracy for any specific observable and, quite generally,
at best only limited knowledge [35–38] of what the ac-
curacy even is for a given observable. In fact there is
currently no readily accepted criterion for categorising
the accuracy of parton showers. One novel element that
we introduce in this paper is therefore a set of criteria for
doing so.
The role of showers is to reproduce emissions across

disparate scales. Our first criterion for accuracy starts
by structuring this phase space: there are three phase
space variables per emission, and two of them (e.g. en-
ergy and angle) are associated with logarithmic diver-
gences in the product of squared matrix element and
phase space. We define LL accuracy to include a con-
dition that the shower should generate the correct e↵ec-
tive squared tree-level matrix element in a limit where
every pair of emissions has distinctly di↵erent values for
both logarithmic variables. At NLL accuracy, we fur-
ther require that the shower generate the correct squared
tree-level matrix element in a limit where every pair of
emissions has distinctly di↵erent values for at least one of
the logarithmic variables (or some linear combination of
their logarithms). Beyond NLL accuracy we would con-
sider configurations with a pair of emissions (or multiple
pairs) both of whose logarithmic variables are similar.
To help make this discussion concrete, let us consider

showers that are not NLL accurate according to this cri-
terion: angular ordered showers [39–41] do not repro-
duce the matrix element for configurations ordered in
energy, but with commensurate angles, and this is as-
sociated with their inability to correctly predict ↵n

sL
n

(NLL) e↵ects for non-global observables [36]. Transverse-
momentum (kt) ordered showers with dipole-local re-
coil [2, 3, 5, 11, 42, 43] do not reproduce matrix elements
for configurations ordered in angle but with commensu-
rate transverse momenta, because of the way they assign
transverse recoil [37]. As a result they fail to reproduce
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A M O D E L  F O R  I N I T I A L  S T A T E  P A R T O N  S H O W E R S  
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We present a detailed model for exclusive properties of initial state parton showers. A numerically efficient algorithm is 
obtained by tracing the parton showers backwards, i.e. start with the hard scattering partons and then successively reconstruct 
preceding branchings in falling sequence of spacelike virtualities Q2 and rising sequence of parton energies. We show how the 
Altarelli-Parisi equations can be recast in a form suitable for this, and also discuss the kinematics of the branchings. The 
complete model is implemented in a Monte Carlo program, and some first results are presented. 

A model for exclusive properties of  high-p T events 
in hadron-hadron interactions requires a number of  
separate components [ 1 ]: QCD hard scattering matrix 
elements, structure functions, initial state (spacelike) 
parton evolution, final state (timelike) parton showers, 
and jet fragmentation. Of these, the initial state parton 
showers probably are the least well studied. In the 
present paper we will therefore develop a detailed mod- 
el for this component,  using the backwards evolution 
formalism, an approach orthogonal to presently avail- 
able models. In particular, this allows a quite efficient 
implementation in terms of  computer algorithms for 
event generation. Together with the other components 
above, this model has been implemented within the 
framework of  the Lund Monte Carlo [2,3]. We pres- 
ent some first results here, to illustrate the methods 
and problems. 

A fast hadron may be viewed as a cloud of  quasi- 
real partons. At each instant, an individual parton can 
initiate a cascade, branching into a number of  partons. 
These partons do not have enough energy to be on 
mass-shell (M 2 < 0), and thus only live for a ffmite 
time before reassembling. In a hard interaction be- 
tween two incoming hadrons, when two partons scat- 
ter to highPT,  also the other partons in the two re- 
lated cascades are provided with the necessary energy 
to live indefinitely. The correct description for this 
transfer of  energy is obviously given by the various 
2 ~ N  hard scattering matrix elements, where 2 stands 

0370-2693/85/$ 03.30 © Elsevier Science Publishers B.V. 
(North-Holland Physics Publishing Division) 

Fig. 1. Schematic picture of spacelike shower evolution, with 
hard scattering partons 1 and 2 and emitted timelike partons 
4, 6 and 8. 

for the two initiators of  the cascades a n d N  for the 
final parton multiplicity. In practice, matrix elements 
can only be calculated for small values of  N, and one 
has to resort to approximate schemes, such as the 
leading logarithmic approximation (see e.g. ref. [4]). 
In particular, for subsequent Monte Carlo applications, 
it is convenient to imagine that the partons on the two 
branches which leads from the two initiators to the 
hard scattering (7 ~ 3 -~ 1 and 5 ~ 2 in fig. 1) have in- 
creasing spacelike virtualities, Q2 = _ M2 > 0, adjust- 
ed such that the partons on all other branches (8, 4 
and 6 in fig. 1) may haveM 2/> 0, these latter partons 
are in the following referred to as the timelike ones. 
Then the momentum transfer given by the central 
2 ~ 2 hard scattering subprocess is enough to ensure 
that all partons may end up on mass shell. Except for 
the two hard scatterers, the partons continue essential- 
ly along the direction of  the respective hadron they 
belonged to, although occasionally they may have large 
transverse momenta and give rise to separately visible 
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SIMULATION OF QCD JETS INCLUDING SOFT GLUON INTERFERENCE 
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We present a new Monte Carlo simulation scheme for jet evolution in perturbative QCD 
which takes into account the results of recent analyses of soft-gluon interference. Therefore, this 
scheme accounts correctly not only for the leading collinear singularities, as in previous schemes, 
but also for leading infrared singularities, In this first paper we study the basic features of gluon jet 
evolution such as: (i) the interference effects and the corresponding depletion of the parton 
distributions in the soft region; (ii) the approach to asymptopia; (iii) the efficiency of colour 
screening (preconfinement), which has been questioned recently by Bjorken. 

I. Introduction 

Quantum chromodynamics (QCD) is considered a good candidate for a theory of 
strong interactions but the difficulty of reliable calculations makes the necessary 
tests and predictions rather scarce. Asymptotic freedom suggests a domain of 
phenomena (hard scattering processes) in which perturbation theory leads to reliable 
results. For instance, in e+e-  collisions at high energy Q, there are techniques which, 
in the perturbative expansion of inclusive distributions for off-shell partons (quarks 
and gluons), allow one to sum the contributions of all leading collinear singularities, 
i.e. all leading-logarithmic terms of the type [as(Q2)ln(Q2/QZ)]L Here Q0 is the 
off-shell mass of emitted partons, which provides the cut-off for the collinear 
singularities and is such that the perturbative expansion is still justified, i.e. 

< 

* On leave from the Cavendish Laboratory, University of Cambridge and Emmanuel College, Cam- 
bridge, UK. 
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M O N T E  CARLO SIMULATION OF GENERAL HARD PROCESSES 
WITH COHERENT QCD RADIATION* 

G MARCHESINI  

Dtparttmento dl Flstca, Unlverslt~ dt Parma, INFN, Gruppo Collegato di Parma, Italy, 

B R WEBBER 

Cavendwh Laborato~, Unwerslt~ of Cambridge, Madmgley Road, CambrMge CB3 0HE, UK 

Received 8 February 1988 

In tins paper we extend our previous work on the simulation of coherent soft-gluon radiation 
to hard colhsions that involve incoming as well as outgoing coloured partons Existing simulations 
correctly sum the leading colllnear singularities for imtml- and final-state radlahon, and in some 
cases the leading infrared contributions from outgoing partons, but  not those for incoming (or the 
interference between incoming and outgoing) Asymptotically, however, the leading infrared and 
colhnear contributions are comparable, the bulk of gluon emission occurring in the soft region 
Furthermore,  a correct treatment of leading infrared terms is necessary for the inclusive cancella- 
tion of singularities in the Sudakov form factor We show how such a treatment may be 
formulated m terms of an angular ordering procedure applicable to all hard processes We then 
describe a new Monte Carlo program winch incorporates this procedure, together with other new 
features such as azimuthal correlations due to gluon polarization and interference The program is 
designed as a general-purpose event generator, simulating hard lepton-lepton, lep ton-hadron  and 
h a d r o n - h a d r o n  scattering in a single package Slmulatmn of soft hadromc colhslons and underly- 
ing events is also included We present the predictions of the program for a wide variety of 
processes, and compare them with analytical results and experimental data 

1. Introduction 

The coherence [1,2] of soft hadronlc radiation in hard processes is one of the 
most characteristic features of perturbative QCD. It emerges from the study [3-5] of 
the leading infrared singularities of the theory which, together with the analysis of 
leading collinear singularities [6], completes the description of the dominant asymp- 
totic behavlour of parton distributions. 

Coherence is intrinsically a quantum phenomenon, arlsmg from the interference 
of soft-gluon amplitudes, which is present even in physical gauges. It involves the 
bulk of the radiation, since a gluon is considered soft whenever its energy ts small 

* Research supported in part by the U K  Science and Engineering Research Council and m part by the 
I tahan Mamstero della Pubbhca Istruzlone 

0550-3213/88/$03 50 © Elsevier Science Publishers B V 
(North-Holland Physics PubhshIng Division) 

Birth of Pythia

Birth of Herwig (with elements of NLL for global observables)

[ca. 800 papers on the subject of event generators ……………………………….………………………….……]

General principles for a NLL parton shower  
 (formulated for e+e-, many extensions will follow)

slide from Pier Monni



89

  … key steps towards NNLL were just O(5) years away
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Parton showers are among the most widely used tools in collider physics. Despite their key
importance, none so far has been able to demonstrate accuracy beyond a basic level known as leading
logarithmic (LL) order, with ensuing limitations across a broad spectrum of physics applications.
In this letter, we propose criteria for showers to be considered next-to-leading logarithmic (NLL)
accurate. We then introduce new classes of shower, for final-state radiation, that satisfy the main
elements of these criteria in the widely used large-NC limit. As a proof of concept, we demonstrate
these showers’ agreement with all-order analytical NLL calculations for a range of observables,
something never so far achieved for any parton shower.

High-energy particle collisions produce complex
hadronic final states. Understanding these final states
is of crucial importance in order to extract maximal
information about the underlying energetic scattering
processes and the fundamental Lagrangian of particle
physics. To do so, there is ubiquitous reliance on gen-
eral purpose Monte Carlo (GPMC) event generators [1],
which provide realistic simulations of full events. A core
component of GPMCs is the parton shower, a subject of
much recent research [2–28]. Partons refer to quarks and
gluons, and a shower aims to encode the dynamics of par-
ton production between the high-energy scattering (e.g.
production of electroweak or new-physics states) and the
low scale of hadronic Quantum Chromodynamics (QCD),
at which experimental observations are made.

Typically parton showers are built using a simple
Markovian algorithm that takes an n-parton state and
stochastically maps it to an n + 1-parton state. The it-
eration of this procedure, e.g. starting from a 2-parton
state, builds up events with numerous partons. A fur-
ther step, hadronisation, then maps the partons onto a
set of hadrons. Even though this last step involves mod-
elling [29, 30], many of the features of the resulting events
are driven by the parton shower component which is, in
principle, within the realm of calculations in perturbative
QCD. This is because the showering occurs at momen-
tum scales where the strong coupling, ↵s is small.

Much of collider physics, experimental and theoreti-
cal [31–34], is moving towards high precision, especially
in view of large volumes of data collected so far at
CERN’s Large Hadron Collider (LHC). On the theoreti-
cal front many of the advances either involve approxima-
tions with a small number of partons, or else are specific
to individual observables. Parton showers, in contrast,

⇤ On leave from CNRS, UMR 7589, LPTHE, F-75005, Paris,
France and CERN, Theoretical Physics Department, CH-1211
Geneva 23, Switzerland

use a single algorithm to describe arbitrary observables
of any complexity. This versatility comes at a cost: lesser
accuracy for any specific observable and, quite generally,
at best only limited knowledge [35–38] of what the ac-
curacy even is for a given observable. In fact there is
currently no readily accepted criterion for categorising
the accuracy of parton showers. One novel element that
we introduce in this paper is therefore a set of criteria for
doing so.
The role of showers is to reproduce emissions across

disparate scales. Our first criterion for accuracy starts
by structuring this phase space: there are three phase
space variables per emission, and two of them (e.g. en-
ergy and angle) are associated with logarithmic diver-
gences in the product of squared matrix element and
phase space. We define LL accuracy to include a con-
dition that the shower should generate the correct e↵ec-
tive squared tree-level matrix element in a limit where
every pair of emissions has distinctly di↵erent values for
both logarithmic variables. At NLL accuracy, we fur-
ther require that the shower generate the correct squared
tree-level matrix element in a limit where every pair of
emissions has distinctly di↵erent values for at least one of
the logarithmic variables (or some linear combination of
their logarithms). Beyond NLL accuracy we would con-
sider configurations with a pair of emissions (or multiple
pairs) both of whose logarithmic variables are similar.
To help make this discussion concrete, let us consider

showers that are not NLL accurate according to this cri-
terion: angular ordered showers [39–41] do not repro-
duce the matrix element for configurations ordered in
energy, but with commensurate angles, and this is as-
sociated with their inability to correctly predict ↵n

sL
n

(NLL) e↵ects for non-global observables [36]. Transverse-
momentum (kt) ordered showers with dipole-local re-
coil [2, 3, 5, 11, 42, 43] do not reproduce matrix elements
for configurations ordered in angle but with commensu-
rate transverse momenta, because of the way they assign
transverse recoil [37]. As a result they fail to reproduce
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We report on a major milestone in the construction of logarithmically accurate final-state parton
showers, achieving next-to-next-to-leading-logarithmic (NNLL) accuracy for the wide class of ob-
servables known as event shapes. The key to this advance lies in the identification of the relation
between critical NNLL analytic resummation ingredients and their parton-shower counterparts. Our
analytic discussion is supplemented with numerical tests of the logarithmic accuracy of three shower
variants for more than a dozen distinct event-shape observables in Z ! qq̄ and Higgs! gg decays.
The NNLL terms are phenomenologically sizeable, as illustrated in comparisons to data.

Parton showers are essential tools for predicting QCD
physics at colliders across a wide range of momenta from
the TeV down to the GeV regime [1–4]. In the presence
of such disparate momenta, the perturbative expansions
of quantum field theories have coe�cients enhanced by
large logarithms of the ratios of momentum scales. One
way of viewing parton showers is as automated and im-
mensely flexible tools for resumming those logarithms,
thus correctly reproducing the corresponding physics.

The accuracy of resummations is usually classified
based on terms with the greatest logarithmic power at
each order in the strong coupling (leading logarithms or
LL), and then towers of terms with subleading powers of
logarithms at each order in the coupling (next-to-leading
logarithms or NLL, NNLL, etc.). Higher logarithmic ac-
curacy for parton showers should make them consider-
ably more powerful tools for analysing and interpreting
experimental data at CERN’s Large Hadron Collider and
potential future colliders. The past years have seen major
breakthroughs in advancing the logarithmic accuracy of
parton showers, with several groups taking colour-dipole
showers from LL to NLL [5–18]. There has also been ex-
tensive work on incorporating higher-order splitting ker-
nels into showers [19–29] and understanding the structure
of subleading-colour corrections, see e.g. Refs. [6, 30–41].

Here, for the first time, we show how to construct par-
ton showers with NNLL accuracy for the broad class of
event-shape observables at lepton colliders, like the well-
known Thrust [42, 43] (see e.g. Refs. [44–65] for calcula-
tions at NNLL and beyond). This is achieved by devel-
oping a novel framework that unifies several recent devel-
opments, on (a) the inclusive structure of soft-collinear
gluon emission [58, 66] up to third order in the strong cou-
pling ↵s; (b) the inclusive pattern of energetic (“hard”)
collinear radiation up to order ↵2

s [67, 68]; and (c) the in-
corporation of soft radiation fully di↵erentially up to or-
der ↵2

s in parton showers, ensuring correct generation of

any number of well-separated pairs of soft emissions [29].
We will focus the discussion on the e

+
e
�

! Z ! qq̄

process, with the understanding that the same arguments
apply also to H ! gg. Each event has a set of emis-
sions with momenta {ki} and we work in units where the
centre-of-mass energy Q ⌘ 1. We will examine the prob-
ability ⌃(v) that some global event shape, V ({ki}), has
a value V ({ki}) < v. Event-shape observables have the
property [69] that for a single soft and collinear emission
k, V (k) / kte

��obs|y|, where kt (y) is the transverse mo-
mentum (rapidity) of k with respect to the Born event
direction and �obs depends on the specific observable,
e.g. �obs = 1 for Thrust. Whether considering analytic
resummation or a parton shower, for v ⌧ 1 we have

⌃(v)=F exp


�4

Z
dkt

kt

Z
1

kt

dzPgq(z)M(k)
↵e↵

2⇡
⇥(V (k)>v)

�
,

(1)

with Pgq(z) = CF
1+(1�z)2

z and M(k) a function that ac-
counts for next-to-leading order matching, with M(k) !
1 for kt ! 0. The exponential is a Sudakov form factor,
encoding the suppression of emissions with V (k) > v, cf.
the grey region of Fig. 1. It brings the LL contributions
to ln⌃, terms ↵

n
sL

n+1 with L = ln v, as well as NLL
(↵n

sL
n), NNLL (↵n

sL
n�1), etc., contributions. The func-

tion F accounts [69] for the di↵erence between the actual
condition V ({ki}) < v and the simplified single-emission
boundary V (k) < v that is used in the Sudakov. It starts
at NLL.
In Eq. (1), the e↵ective coupling, ↵e↵, can be under-

stood as the intensity of gluon emission, inclusive over
possible subsequent branchings of that emission and cor-
responding virtual corrections. We write it as

↵e↵ = ↵s


1+

↵s

2⇡
(K1+�K1(y)+B2(z)) +

↵
2
s

4⇡2
K2

�
, (2)

with ↵s ⌘ ↵
ms
s (kt) and here the rapidity y = ln z/kt.
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We present a detailed model for exclusive properties of initial state parton showers. A numerically efficient algorithm is 
obtained by tracing the parton showers backwards, i.e. start with the hard scattering partons and then successively reconstruct 
preceding branchings in falling sequence of spacelike virtualities Q2 and rising sequence of parton energies. We show how the 
Altarelli-Parisi equations can be recast in a form suitable for this, and also discuss the kinematics of the branchings. The 
complete model is implemented in a Monte Carlo program, and some first results are presented. 

A model for exclusive properties of  high-p T events 
in hadron-hadron interactions requires a number of  
separate components [ 1 ]: QCD hard scattering matrix 
elements, structure functions, initial state (spacelike) 
parton evolution, final state (timelike) parton showers, 
and jet fragmentation. Of these, the initial state parton 
showers probably are the least well studied. In the 
present paper we will therefore develop a detailed mod- 
el for this component,  using the backwards evolution 
formalism, an approach orthogonal to presently avail- 
able models. In particular, this allows a quite efficient 
implementation in terms of  computer algorithms for 
event generation. Together with the other components 
above, this model has been implemented within the 
framework of  the Lund Monte Carlo [2,3]. We pres- 
ent some first results here, to illustrate the methods 
and problems. 

A fast hadron may be viewed as a cloud of  quasi- 
real partons. At each instant, an individual parton can 
initiate a cascade, branching into a number of  partons. 
These partons do not have enough energy to be on 
mass-shell (M 2 < 0), and thus only live for a ffmite 
time before reassembling. In a hard interaction be- 
tween two incoming hadrons, when two partons scat- 
ter to highPT,  also the other partons in the two re- 
lated cascades are provided with the necessary energy 
to live indefinitely. The correct description for this 
transfer of  energy is obviously given by the various 
2 ~ N  hard scattering matrix elements, where 2 stands 

0370-2693/85/$ 03.30 © Elsevier Science Publishers B.V. 
(North-Holland Physics Publishing Division) 

Fig. 1. Schematic picture of spacelike shower evolution, with 
hard scattering partons 1 and 2 and emitted timelike partons 
4, 6 and 8. 

for the two initiators of  the cascades a n d N  for the 
final parton multiplicity. In practice, matrix elements 
can only be calculated for small values of  N, and one 
has to resort to approximate schemes, such as the 
leading logarithmic approximation (see e.g. ref. [4]). 
In particular, for subsequent Monte Carlo applications, 
it is convenient to imagine that the partons on the two 
branches which leads from the two initiators to the 
hard scattering (7 ~ 3 -~ 1 and 5 ~ 2 in fig. 1) have in- 
creasing spacelike virtualities, Q2 = _ M2 > 0, adjust- 
ed such that the partons on all other branches (8, 4 
and 6 in fig. 1) may haveM 2/> 0, these latter partons 
are in the following referred to as the timelike ones. 
Then the momentum transfer given by the central 
2 ~ 2 hard scattering subprocess is enough to ensure 
that all partons may end up on mass shell. Except for 
the two hard scatterers, the partons continue essential- 
ly along the direction of  the respective hadron they 
belonged to, although occasionally they may have large 
transverse momenta and give rise to separately visible 
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SIMULATION OF QCD JETS INCLUDING SOFT GLUON INTERFERENCE 
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We present a new Monte Carlo simulation scheme for jet evolution in perturbative QCD 
which takes into account the results of recent analyses of soft-gluon interference. Therefore, this 
scheme accounts correctly not only for the leading collinear singularities, as in previous schemes, 
but also for leading infrared singularities, In this first paper we study the basic features of gluon jet 
evolution such as: (i) the interference effects and the corresponding depletion of the parton 
distributions in the soft region; (ii) the approach to asymptopia; (iii) the efficiency of colour 
screening (preconfinement), which has been questioned recently by Bjorken. 

I. Introduction 

Quantum chromodynamics (QCD) is considered a good candidate for a theory of 
strong interactions but the difficulty of reliable calculations makes the necessary 
tests and predictions rather scarce. Asymptotic freedom suggests a domain of 
phenomena (hard scattering processes) in which perturbation theory leads to reliable 
results. For instance, in e+e-  collisions at high energy Q, there are techniques which, 
in the perturbative expansion of inclusive distributions for off-shell partons (quarks 
and gluons), allow one to sum the contributions of all leading collinear singularities, 
i.e. all leading-logarithmic terms of the type [as(Q2)ln(Q2/QZ)]L Here Q0 is the 
off-shell mass of emitted partons, which provides the cut-off for the collinear 
singularities and is such that the perturbative expansion is still justified, i.e. 

< 
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M O N T E  CARLO SIMULATION OF GENERAL HARD PROCESSES 
WITH COHERENT QCD RADIATION* 
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In tins paper we extend our previous work on the simulation of coherent soft-gluon radiation 
to hard colhsions that involve incoming as well as outgoing coloured partons Existing simulations 
correctly sum the leading colllnear singularities for imtml- and final-state radlahon, and in some 
cases the leading infrared contributions from outgoing partons, but  not those for incoming (or the 
interference between incoming and outgoing) Asymptotically, however, the leading infrared and 
colhnear contributions are comparable, the bulk of gluon emission occurring in the soft region 
Furthermore,  a correct treatment of leading infrared terms is necessary for the inclusive cancella- 
tion of singularities in the Sudakov form factor We show how such a treatment may be 
formulated m terms of an angular ordering procedure applicable to all hard processes We then 
describe a new Monte Carlo program winch incorporates this procedure, together with other new 
features such as azimuthal correlations due to gluon polarization and interference The program is 
designed as a general-purpose event generator, simulating hard lepton-lepton, lep ton-hadron  and 
h a d r o n - h a d r o n  scattering in a single package Slmulatmn of soft hadromc colhslons and underly- 
ing events is also included We present the predictions of the program for a wide variety of 
processes, and compare them with analytical results and experimental data 

1. Introduction 

The coherence [1,2] of soft hadronlc radiation in hard processes is one of the 
most characteristic features of perturbative QCD. It emerges from the study [3-5] of 
the leading infrared singularities of the theory which, together with the analysis of 
leading collinear singularities [6], completes the description of the dominant asymp- 
totic behavlour of parton distributions. 

Coherence is intrinsically a quantum phenomenon, arlsmg from the interference 
of soft-gluon amplitudes, which is present even in physical gauges. It involves the 
bulk of the radiation, since a gluon is considered soft whenever its energy ts small 

* Research supported in part by the U K  Science and Engineering Research Council and m part by the 
I tahan Mamstero della Pubbhca Istruzlone 
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Birth of Pythia

Birth of Herwig (with elements of NLL for global observables)

[ca. 800 papers on the subject of event generators ……………………………….………………………….……]

General principles for a NLL parton shower  
 (formulated for e+e-, many extensions will follow)

General principles for NNLL parton showers

CERN-TH-2023-127, OUTP-23-07P

Parton showering with higher-logarithmic accuracy for soft emissions
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The accuracy of parton-shower simulations is often a limiting factor in the interpretation of data
from high-energy colliders. We present the first formulation of parton showers with accuracy one or-
der beyond state-of-the-art next-to-leading logarithms, for classes of observable that are dominantly
sensitive to low-energy (soft) emissions, specifically non-global observables and subjet multiplici-
ties. This represents a major step towards general next-to-next-to-leading logarithmic accuracy for
parton showers.

Parton showers simulate the repeated branching of
quarks and gluons (partons) from a high momentum scale
down to the non-perturbative scale of Quantum Chromo-
dynamics (QCD). They are one of the core components
of the general-purpose Monte Carlo event-simulation pro-
grams that are used in almost every experimental and
phenomenological study involving high-energy particle
colliders, such as CERN’s Large Hadron Collider (LHC).
Parton-shower accuracy is critical at colliders, both be-
cause it limits the interpretation of data and because of
the increasing importance of showers in training powerful
machine-learning based data-analysis methods.

In the past few years it has become clear that it is
instructive to relate the question of parton-shower ac-
curacy to a shower’s ability to reproduce results from
the field of resummation, which sums dominant (loga-
rithmically enhanced) terms in perturbation theory to
all orders in the strong coupling, ↵s. Given a logarithm
L of some large ratio of momentum scales, resumma-
tion accounts for terms ↵

n
sL

n+1�p, NpLL in a leading-
logarithmic counting for L ⇠ 1/↵s, or ↵

n
sL

2n�p, NpDL
in a double-logarithmic counting, for L ⇠ 1/

p
↵s.

Several groups have recently proposed parton showers
designed to achieve next-to-leading logarithmic (NLL)
and next-to-double logarithmic (NDL) accuracy for vary-
ing sets of observables [1–10]. A core underlying require-
ment is the condition that a shower should accurately re-
produce the tree-level matrix elements for configurations
with any number of low-energy (“soft”) and/or collinear
particles, as long as these particles are well separated in
logarithmic phase space [2, 11, 12].

In this letter we shall demonstrate a first major step
towards the next order in resummation in a full parton
shower, concentrating on the sector of phase space in-
volving soft partons. This sector is connected with two
important aspects of LHC simulations, namely the total
number of particles produced, and the presence of soft
QCD radiation around leptons and photons (“isolation”),
which is critical in their experimental identification in a
wide range of LHC analyses. The corresponding areas
of resummation theory, for subjet multiplicity [13–15]

and so-called non-global logarithms [16–42], have seen
extensive recent developments towards higher accuracy
in their own right, with several groups working either
on next-to-next-to-double logarithmic (NNDL) accuracy,
↵
n
sL

2n�2, for multiplicity [43, 44] or next-to-single log-
arithmic (NSL) accuracy, ↵n

sL
n�1, for non-global loga-

rithms [45–48].
To achieve NSL/NNDL accuracy for soft-dominated

observables, a crucial new ingredient is that the shower
should obtain the correct matrix element even when there
are pairs of soft particles that are commensurate in en-
ergy and in angle with respect to their emitter. Sev-
eral groups have worked on incorporating higher-order
soft/collinear matrix elements into parton showers [49–
58]. Our approach will be distinct in two respects: firstly,
that it is in the context of a full shower that is already
NLL accurate, which is crucial to ensure that the cor-
rectness of any higher-order matrix element is not broken
by recoil e↵ects from subsequent shower emissions; and
secondly in that we will be able to demonstrate the log-
arithmic accuracy for concrete observables through com-
parisons to known resummations.
We will work in the context of the “PanGlobal” fam-

ily of parton showers, concentrating on the final-state
case [2]. As is common for parton showers, it organises
particles into colour dipoles [59], a picture based on the
limit of a large number of colours Nc. Such showers iter-
ate 2 ! 3 splitting of colour dipoles, each splitting thus
adding one particle to the ensemble, and typically break-
ing the original dipole into two dipoles. The splittings are
performed sequentially in some ordering variable, v, for
example in decreasing transverse momentum kt. Given
a dipole composed of particles with momenta p̃i and p̃j ,
the basic kinematic map for producing a new particle k

is

p̄k = akp̃i + bkp̃j + k? , (1a)

p̄i = (1� ak)p̃i , (1b)

p̄j = (1� bk)p̃j . (1c)

followed by a readjustment involving all particles so as to
conserve momentum [60], § 1. For the original PanGlobal
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Outlook

We now have solid foundations for discussing logarithmic accuracy of parton showers 

First indications are that full NNLL is essential for precision phenomenology 

Several important steps remain: 

➤ NNLL for : including fully differential 1→ 3 & 1-loop 1→2 collinear splitting 

➤ NNLL with initial-state hadrons 

➤ log-accurate treatment of quark masses 

A further critical missing element for general NNLL is easily available log-consistent 
(N)NLO matching. 

Code is available publicly: https://gitlab.com/panscales/panscales-0.X 

e+e−
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Concrete example: azimuthal structure in jets
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Concrete example: azimuthal structure in jets
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Concrete example: azimuthal structure in jets
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Concrete example: azimuthal structure in jets
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Concrete example: azimuthal structure in jets
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CMS Lund plane measurements
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Figure 12: Four different slices of the primary LJP density of AK8 jets compared with predic-
tions by PYTHIA8+VINCIA, PYTHIA8+DIRE, HERWIG7 with dipole shower, and SHERPA2. The
band represents the total experimental uncertainty. The upper two plots correspond to vertical
slices of the LJP for fixed ln(R/∆R) (large angles on upper-left, small angles on upper-right).
The lower two plots correspond to two different horizontal slices for fixed ln(kT/ GeV): the
lower-left plot corresponds to low-kT splittings and spans the full range in ln(R/∆R), whereas
the lower-right plot corresponds to high-kT splittings, which populate mostly wide-angle ra-
diation. Statistical uncertainties in data and MC-simulated events are represented by vertical
bars, which are smaller than the markers in most of the bins.
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Test class 2: full shower v. all-order NLL — many observables
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4

FIG. 2. Left: ratio of the cumulative y23 distribution from several showers divided by the NLL answer, as a function of
↵s ln y23/2, for ↵s ! 0. Right: summary of deviations from NLL for many shower/observable combinations (either ⌃shower(↵s !
0,↵sL = �0.5)/⌃NLL � 1 or (N subjet

shower(↵s ! 0,↵sL
2 = 5)/N subjet

NLL � 1)/
p
↵s). Red squares indicate clear NLL failure; amber

triangles indicate NLL fixed-order failure that is masked at all orders; green circles indicate that all NLL tests passed.

Fig. 1.
The left-hand plot of Fig. 1 shows the Pythia8 dipole

algorithm (not designed as NLL accurate), while the
middle plot shows our PanGlobal shower with � = 0.
The dipole result is clearly not independent of � 12

for ↵s ! 0, with over 60% discrepancies, extending the
fixed-order conclusions of Ref. [37]. The discrepancy is
only ' 30% for gg events (not shown in Fig. 1), and
the di↵erence would, e.g., skew machine learning [67] for
quark/gluon discrimination. PanGlobal is independent
of � 12. The right-hand plot shows the ↵s ! 0 limit
for multiple showers. The overall pattern is as expected:
PanLocal works for � = 0.5, but not � = 0, demon-
strating that with kt ordering it is not su�cient just to
change the dipole partition to get NLL accuracy. Pan-
Global works for � = 0 and � = 0.5. (Showers that
coincide for ↵s ! 0, e.g. Dire v1 and Pythia8, typically
di↵er at finite ↵s, reflecting NNLL di↵erences.)

Next, we consider a range of more standard observ-
ables at NLL accuracy. They include the Cambridgep
y23 resolution scale [68]; two jet broadenings, BT and

BW [69]; fractional moments, FC1��obs , of the energy-
energy correlations [47]; the thrust [70, 71], and the max-
imum ui = kti/Qe��obs|⌘i| among primary Lund declus-
terings i. Each of these is sensitive to soft-collinear ra-
diation as kt/Qe��obs|⌘|, with the �obs values shown in
Fig. 2 (right). Additionally, the scalar sum of the trans-
verse momenta in a rapidity slice [72], of full-width 2, is
useful to test non-global logarithms (NGLs). These ob-
servables all have the property that their distribution at
NLL can be written as [47, 53, 72–74]

⌃(↵s,↵sL) = exp
⇥
↵�1
s g1(↵sL) + g2(↵sL) +O

�
↵n
sL

n�1
�⇤
,

(6)
where ⌃ is the fraction of events where the observable
is smaller than eL (g1 = 0 for the rapidity slice kt).
We also consider the kt-algorithm [75] subjet multiplic-

ity [76], [51]§ 5.
Fig. 2 (left) illustrates our all-order tests of the shower

for one observable,
p
y23. It shows the ratio of the ⌃

as calculated with the shower to the NLL result, as a
function of ↵s ln

p
y23 in the limit of ↵s ! 0. The stan-

dard dipole algorithms disagree with the NLL result, by
up to 20%. This is non-negligible, though smaller than
the disagreement in Fig. 1, because of the azimuthally
averaged nature of the

p
y23 observable. In contrast the

PanGlobal and PanLocal(� = 0.5) showers agree with
the NLL result to within statistical uncertainties.
Fig. 2 (right) shows an overall summary of our

tests. The position of each point shows the result of
⌃shower(↵s ! 0,↵sL = �0.5)/⌃NLL�1 or (N subjet

shower(↵s !
0,↵sL2 = 5)/N subjet

NLL � 1)/
p
↵s. If it di↵ers from 0, the

point is shown as a red square. In some cases (amber tri-
angles) it agrees with 0, though an additional fixed-order
analysis in a fixed-coupling toy shower [37] [51]§ 2 re-
veals issues a↵ecting NLL accuracy, all involving hitherto
undiscovered spurious super-leading logarithmic terms.1

Green circles in Fig. 2 (right) indicate that the
shower/observable combination passes all of our NLL
tests, both at all orders and in fixed-order expansions.
The four shower algorithms designed to be NLL accurate
pass all the tests. These are the PanLocal shower (dipole
and antenna variants) with � = 1

2 and the PanGlobal
shower with � = 0 and � = 1

2 .

1 Such terms, (↵sL)n(↵sL2)p in ln⌃, starting typically for n = 3
(sometimes 2), p � 1, appear for traditional kt ordered dipole
showers for global (�obs > 0) and non-global observables [51]§ 3.
Terms of this kind can generically exist [77–79], but not at
leading-colour or for pure final-state processes with rIRC [47]
safe observables. In many cases, the spurious super-leading log-
arithms appear to resum to mask any disagreement with NLL.

Figure 11: NLL global event-shape tests of the segment and NODS colour schemes,

showing NLL agreement for � = 1/2 PanScales showers and for the � = 0 PanGlobal

shower. In contrast to the NLL-LC tests of Ref. [12], the Pythia 8 �obs > 0 results here

are coloured green rather than amber, because our colour code does not incorporate the

information about failure of exponentiation in fixed-order tests, tests that we have not

explicitly repeated for this paper.

of the slice [22, 59] (see also Ref. [60]). The full-colour resummation for such observables is

sensitive to arbitrarily complex colour correlators, both in the real emissions and the virtual

corrections, which need to be evaluated at amplitude level. The resulting subleading-

colour single-logarithmic corrections go far beyond the scope of the colour schemes that we

introduced in sections 3 and 4. In particular, we expect the segment scheme to be correct

at full colour only up to order ↵sL, and the NODS scheme to be correct at full colour up to

order ↵2
sL

2. Recall that leading-colour all-order single-logarithmic accuracy for PanScales

showers was demonstrated in Ref. [12].
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Figure 17: All-order comparison of the toy shower and di↵erent PanScales showers, for

�
⇤

! qq̄ events. The two observables shown are the azimuthal angle, � 12, between a

primary and secondary splitting planes in Lund declustering, and the di↵erence in angle

� between the (ij)k and ij planes in the EEEC (Eq. (3.2)). The results are obtained in

the limit ↵s ! 0 for fixed � = ↵sL = �0.5. For the Lund declustering � 12 we consider

events with kt,2/Q > e
�|L| and for the EEEC � we consider events with ✓S > e

�|L|.

compared to the numerically resummed result obtained from the toy shower. In all cases,

we show the contributions stemming from the di↵erent channels to the full observable.

The relative deviation between the PanScales showers and the toy shower is shown on the

right, separately for each channel, and is compatible with zero with statistical uncertainties

below the 5 permille level.

4.3 Phenomenological remarks

We comment on three aspects here that are potentially relevant for phenomenological

applications.

Our first comment concerns the relative size of spin correlations in the EEEC and

– 27 –

collinear spin

Figure 4: Summary of deviations from NLL for several global observables for the process

qq̄ ! Z and � = �0.5. Red squares denote a clear NLL failure; amber triangles indicate a

NLL fixed-order failure that is masked at all orders; green circles are used when NLL tests

passed. The error is calculated as explained below Eq. (??).[fix Eqref]

with the widely studied 0-jettiness (⌧0) of Ref. [7], which is also used in the Geneva [28, 29]

matching procedure. For all of the observables, the LL resummation structure depends on

�obs. For a given value of �obs, the Mj,�obs
observables di↵er from the Sp,�obs

and Sj,�obs
at

NLL, while the Sp,�obs
and Sj,�obs

observables di↵er from NNLL onwards. The resummation

formulas up to NLL are summarised in Appendix B.

In our numerical tests, we take �obs = 0, 12 , 1. In Fig. 4 we show the ratio of the

cumulative distribution ⌃(O < eL) as calculated with the shower to the NLL result, again

in the limit ↵s ! 0 for � = �0.5. As in the final-state case [16], we find that standard dipole

showers fail to reproduce the all-order NLL results �obs = 0 observables, as represented

by the red squares. Concerning the �obs = 0.5, 1 cases, the ↵s ! 0 dipole-shower results

appear to agree with the NLL predictions. However the studies of similar observables in the

final-state case showed that dipole-type showers induce spurious all-order leading-colour

super-leading logarithms, (↵sL)n(↵sL2)p (Section 2-d of the supplementary material of

Ref. [16]). Similar issues will inevitably appear with initial-state radiation and accordingly

we colour these dipole-shower points in amber. The green circles for the four PanScales

showers in Fig. 4 indicate that their predictions are in agreement with the NLL results,

and no issues are revealed from a fixed order analysis.

As final remark, we remind the reader that in these studies, subleading Nc corrections

have been included according the NODS method [2] for both the dipole-type showers and

the PanScales showers, so as to concentrate on the impact of transverse recoil. In contrast,

standard dipole showers choose the colour factor according to whether the emitting dipole

end that is closer (in the dipole centre-of-mass frame) is a gluon (CA/2) or a quark (CF ).

This results in incorrect terms already at LL, in analogy with the final-state discussion in

– 10 –

Figure 1: Ratio of the DGLAP evolution produced by the parton shower versus the

forward evolution DGLAP solution, as a function of logarithm of the x fraction of the

parton. The forward evolution is constrained to end with the d̄ flavour, such that it reflects

the starting point of the shower, which we take to be dd̄ in this case. We work with a

center-of-mass energy of
p
s = 1 TeV and set mZ = 1 GeV, such that the maximal x

fraction a parton can have is 0.001. We take � = ↵sL = �0.5. The three windows from left

to right then show the original flavour that created this d̄ state, where we focus on the d̄,

g and d cases. We show the PanGlobal shower with �ps = 0 (top panel), and the PanLocal

dipole shower with �ps = 0.5.

For completeness Fig. 2 shows the distributions for gg ! H events with
p
s/mH = 1000

and yH = 0, where we examine i = g, the sum over quarks i =
P

i
q, and the sum over

anti-quarks i =
P

i
q̄. Again, the agreement is good to within statistical errors.

– 6 –

hadron collisions

(a) (b)

Figure 8: NDL shower multiplicity tests. (a) Results for NPS�NNDL
NNDL�NDL

, for a variety of parton

showers in the NODS colour scheme, as a function of
p
↵s, showing that they vanish as

↵s ! 0, as required to achieve full-colour NDL accuracy. The curves depict a fit that is

a polynomial in powers of
p
↵s. (b) Explicit extrapolation of NPS�NNDL

NNDL�NDL
to ↵s = 0, for

a range of showers, with the segment and NODS colour schemes. In both plots we also

illustrate the NDL-level discrepancy that arises in a scheme where quarks from g ! qq̄

splittings erroneously continue to emit with a CA/2 colour factor.

Fig. 8 also includes results (red points) obtained using a deliberately erroneous prescrip-

tion that omits the insertion of new CF segments following g ! qq̄ branchings, resulting

in those quarks emitting with a CA/2 colour factor. While this prescription gives the cor-

rect DL-FC result, one should expect it to fail to reproduce the NDL-FC results, because

g ! qq̄ splittings start to contribute to the multiplicity from NDL terms onwards, as can

be verified by inspecting the nf terms in Eq. (7.5).15 We see in Fig. 8a that with this

incorrect treatment of g ! qq̄ splittings, the limit
p
↵s ! 0 fails to converge to the NDL

expectation. Instead the extrapolated NDL coe�cient is ⇠ 3% larger than the analytic

expectation.

We have also carried out similar tests for the multiplicity in H ! gg events for all

showers shown in Fig. 8 and found a similar level of agreement with the full-colour NDL

predictions for both the segment and NODS colour prescriptions.

15The prescription bears similarities with that of Ref. [25], which concentrated on corrections of the colour

factor for primary gluon emissions.
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Log test #1: NNDL Lund subjet multiplicity ➤ NNDL ( ) analytic 
resummation = Medves, 
Soto Ontoso, Soyez, 
2205.02861 

➤  limit to isolate 
NNDL terms (NB  in 
denominator makes this 
harder than NDL/NLL 
tests). 

➤ Showers without double-
soft differ from zero (and 
each other) 

➤ Adding double soft 
brings NNDL agreement

αn
s L2n−2

αs → 0
1/αs

98

3

non-trivial ⌘̄ dependence in Eq. (2) and the way in which
it connects with the overall event momentum Q. There-
fore we need to generalise Kcmw ! K(�1̃,ab), where the

full K is a function of the kinematics of 1̃ and of the
opening angle of the ab dipole. In the same vein as the
MC@NLO [65] and POWHEG [66, 67] methods and their
MINLO [68, 69] extension, the correct NLO normalisa-
tion for the emission is given by

K(�1̃,ab) = V (�1̃,ab) +

Z
d�ps

12/1̃|M
(ps)

12/1̃
|
2
��(ps,1)

1̃
. (5)

Here, V is the exact QCD 1-loop contribution for a
single soft emission, renormalised at scale µ = kt,1̃;

d�ps
12/1̃

|M
(ps)

12/1̃
|
2 is the product of shower phase space and

matrix element associated with real 1̃ ! 12 branching,

including double-soft corrections; and �(ps,1)

1̃
is the co-

e�cient of ↵s/(2⇡) in the fixed-order expansion of the
shower Sudakov factor. To aid in the evaluation of
K(�1̃,ab) we make use of two main elements: firstly, in
the soft-collinear limit,K(�1̃,ab) ! Kcmw; secondly, both

V (�1̃,ab) and �(ps,1)

1̃
are independent of the rapidity of

1̃, as long as 1̃ is soft and (for �(ps,1)

1̃
) kept at some fixed

value of the evolution scale. We can therefore reformulate
Eq. (5) as K = Kcmw +�K, with

�K =

Z

r
d�(ps)

12/1̃
|M

(ps)

12/1̃
|
2
�

Z

rsc

d�(ps)

12/1̃sc
|M

(ps)

12/1̃sc
|
2
. (6)

In the second term, 1̃sc is at the same shower scale v

as 1̃, but shifted by a constant in rapidity with respect
to ab so as to be in the soft-collinear region, wherein
K(�1̃sc,ab

) ! Kcmw. The labels r and rsc indicate a reg-
ularisation of the phase space, which should be equivalent
between the two terms. Specifically, we separate MDS in
Eq. (3) into correlated and uncorrelated parts, respec-
tively those involving CFCA versus C2

F colour factors for
the q̄ggq matrix element. For the correlated part, we cut
on the relative transverse momentum of 1 and 2, while for
the uncorrelated part, we cut on the transverse momen-
tum with respect to the ab dipole and impose |�y12| <

�ymax. In practice we tabulate �K as a function of
✓ab, ⌘̄1̃, and �1̃, though one could also envisage on-the-
fly evaluation. We incorporate �K in Eq. (2), through
a multiplicative factor 1 + tanh[↵s

2⇡ �K(1� ak)(1� bk)].
This form keeps the correction positive and bounded. It
also leaves the shower unmodified in the hard-collinear
region.

We study the above approach with several variants of
the PanGlobal shower. All have been adapted relative
to Ref. [2] with regards to the precise way in which they
restore momentum conservation after the map of Eq. (1).
This was motivated by the discovery that in higher-order
shower configurations involving three similarly collinear
hard particles, the original recoil prescription could lead
to unwanted long-distance kinematic side e↵ects. Details
are given in the supplemental material [60], § 1.

FIG. 2. The result of Eq. (7) for three variants of the Pan-
Global shower without double-soft corrections (left) and with
them (right). The latter are consistent with NNDL accuracy.
The bands represent statistical errors in an ↵s ! 0 extrapo-
lation based on four finite ↵s values.

We will consider three variants of the PanGlobal
shower: two choices of the ordering variable, ⇠ kt✓

� with
� = 0 (PG�=0) and 1/2 (PG�=1/2), and also a “split-
dipole-frame” � = 0 variant (PGsdf

�=0), which replaces

f(±⌘̄) ! f(±⌘) in Eq. (2), with ⌘ = 1
2 log ak/bk. The

⌘ = 0 transition region bisects the dipole in its rest frame
rather than the event frame. This makes the 1̃ ! 12
branching independent of the 1̃ rapidity in the dipole
frame, resulting in �K = 0. Illustrative plots of �K

and its impact are given in Ref. [60], § 2 c.
All results, both with and without double-soft correc-

tions, include NLO 2-jet matching [70], which is required
for the NNDL/NSL accuracy that we aim for. Spin cor-
relations [71, 72] are turned o↵, because we have yet
to integrate them with the double-soft corrections. The
double-soft corrections are implemented at large-Nc, in
such a way as to preserve the full-Nc NLL/NDL accu-
racies obtained in Ref. [73] for global observables and
multiplicities. All events have (positive) unit weight.
To test the enhanced logarithmic accuracy of the

shower, the first observable that we consider is the Lund
subjet multiplicity [43] in e

+
e
�

! qq̄ events. This is
a perturbatively calculable observable that is conceptu-
ally close to the experimentally important total charged-
particle multiplicity. For a centre-of-mass energy Q and
a transverse momentum cuto↵ kt, the subjet multiplicity
has a double-logarithmic resummation structure ↵

n
sL

2n

with L = ln kt/Q. The PanGlobal showers already re-
produce terms up to NDL ↵

n
sL

2n�1. The addition of the
double-soft corrections and matching [70] is expected to
bring NNDL accuracy, ↵n

sL
2n�2. To test this, in Fig. 2,

we examine

lim
↵s!0

Nps �Nnndl

↵sNdl

����
fixed ↵sL

2

, (7)

where Nps is the parton-shower result and Nnndl (Ndl) is
the known analytic NNDL (DL) result [43]. The ↵s ! 0
limit follows the procedure from earlier work [2]. Eq. (7)

no double soft with double soft
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In the second term, 1̃sc is at the same shower scale v

as 1̃, but shifted by a constant in rapidity with respect
to ab so as to be in the soft-collinear region, wherein
K(�1̃sc,ab

) ! Kcmw. The labels r and rsc indicate a reg-
ularisation of the phase space, which should be equivalent
between the two terms. Specifically, we separate MDS in
Eq. (3) into correlated and uncorrelated parts, respec-
tively those involving CFCA versus C2

F colour factors for
the q̄ggq matrix element. For the correlated part, we cut
on the relative transverse momentum of 1 and 2, while for
the uncorrelated part, we cut on the transverse momen-
tum with respect to the ab dipole and impose |�y12| <

�ymax. In practice we tabulate �K as a function of
✓ab, ⌘̄1̃, and �1̃, though one could also envisage on-the-
fly evaluation. We incorporate �K in Eq. (2), through
a multiplicative factor 1 + tanh[↵s

2⇡ �K(1� ak)(1� bk)].
This form keeps the correction positive and bounded. It
also leaves the shower unmodified in the hard-collinear
region.

We study the above approach with several variants of
the PanGlobal shower. All have been adapted relative
to Ref. [2] with regards to the precise way in which they
restore momentum conservation after the map of Eq. (1).
This was motivated by the discovery that in higher-order
shower configurations involving three similarly collinear
hard particles, the original recoil prescription could lead
to unwanted long-distance kinematic side e↵ects. Details
are given in the supplemental material [60], § 1.

FIG. 2. The result of Eq. (7) for three variants of the Pan-
Global shower without double-soft corrections (left) and with
them (right). The latter are consistent with NNDL accuracy.
The bands represent statistical errors in an ↵s ! 0 extrapo-
lation based on four finite ↵s values.

We will consider three variants of the PanGlobal
shower: two choices of the ordering variable, ⇠ kt✓

� with
� = 0 (PG�=0) and 1/2 (PG�=1/2), and also a “split-
dipole-frame” � = 0 variant (PGsdf

�=0), which replaces

f(±⌘̄) ! f(±⌘) in Eq. (2), with ⌘ = 1
2 log ak/bk. The

⌘ = 0 transition region bisects the dipole in its rest frame
rather than the event frame. This makes the 1̃ ! 12
branching independent of the 1̃ rapidity in the dipole
frame, resulting in �K = 0. Illustrative plots of �K

and its impact are given in Ref. [60], § 2 c.
All results, both with and without double-soft correc-

tions, include NLO 2-jet matching [70], which is required
for the NNDL/NSL accuracy that we aim for. Spin cor-
relations [71, 72] are turned o↵, because we have yet
to integrate them with the double-soft corrections. The
double-soft corrections are implemented at large-Nc, in
such a way as to preserve the full-Nc NLL/NDL accu-
racies obtained in Ref. [73] for global observables and
multiplicities. All events have (positive) unit weight.
To test the enhanced logarithmic accuracy of the

shower, the first observable that we consider is the Lund
subjet multiplicity [43] in e

+
e
�

! qq̄ events. This is
a perturbatively calculable observable that is conceptu-
ally close to the experimentally important total charged-
particle multiplicity. For a centre-of-mass energy Q and
a transverse momentum cuto↵ kt, the subjet multiplicity
has a double-logarithmic resummation structure ↵

n
sL

2n

with L = ln kt/Q. The PanGlobal showers already re-
produce terms up to NDL ↵

n
sL

2n�1. The addition of the
double-soft corrections and matching [70] is expected to
bring NNDL accuracy, ↵n

sL
2n�2. To test this, in Fig. 2,

we examine

lim
↵s!0

Nps �Nnndl

↵sNdl

����
fixed ↵sL

2

, (7)

where Nps is the parton-shower result and Nnndl (Ndl) is
the known analytic NNDL (DL) result [43]. The ↵s ! 0
limit follows the procedure from earlier work [2]. Eq. (7)
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Log test #2: NSL for energy flow in slice ➤ NSL ( ) = Banfi, 
Dreyer, Monni, 2104.06416, 
2111.02413 (“Gnole”) 
[NB: see also Becher, Schalch, Xu, 
2307.02283] 

➤ Semi-blind: only compared 
to Gnole once three 
PanGlobal variants agreed 
with each other 

➤ NSL agreement with Gnole 
for  

➤ By-product: First large-  
full-  results for NSL non-
global logarithms  
(including ref. results for several 
observables, cf. backup)
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Nc
nf
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FIG. 3. Determinations of ⌃(ps)
nsl /⌃sl for the transverse en-

ergy in a slice. Left: parton showers without double-soft cor-
rections illustrating NSL di↵erences between them. Middle:
with double-soft corrections but nreal

f = 0 (cf. text for de-
tails), for comparison with the Gnole NSL code. Right: with
full double-soft corrections, showing NSL agreement between
the three PanGlobal showers.

is expected to be zero if the parton shower is NNDL ac-
curate. The original showers, without double-soft correc-
tions (left), clearly di↵er from each other and from zero,
by up to ⇠ 100%. With double-soft corrections turned on
(right), all three PanGlobal variants are consistent with
zero, i.e. with NNDL accuracy, to within ⇠ 1%.

Next we turn to the study of non-global logarithms at
leading colour. These were recently calculated at NSL ac-
curacy [45, 46, 48], ↵n

sL
n�1, and are available in the cor-

responding “Gnole” code [46]. We again consider e
+
e
�

events, and sum the transverse energies (Et) of particles
with |y| < 1, where y is the rapidity with respect to an
axis determined by clustering the event to two jets with
the Cambridge algorithm [74]. The fraction of events
where the sum is below some Et,max is denoted by ⌃ and
for a given shower we define

⌃(ps)
nsl = lim

↵s!0

⌃(ps)
� ⌃sl

↵s

����
fixed ↵sL

, L ⌘ ln
Et,max

Q
. (8)

Fig. 3 (left) shows ⌃(ps)
nsl /⌃sl for our three PanGlobal vari-

ants without double-soft corrections. As expected, they
di↵er.

Fig. 3 (middle) compares our PGsdf
�=0 shower with

double-soft corrections to the NSL Gnole code, show-
ing good agreement, within < 1%. Gnole has nf = 0
in the real contribution and counterterm, but keeps the
full nf = 5 in the running of the coupling and inclusive
Kcmw (“nreal

f = 0”). Among our showers it is relatively

straightforward to make the same choice with PGsdf
�=0, in

particular because �K = 0. Also, Gnole uses the thrust
axis, while we use the jet axis; this is beyond NSL as the
two axes coincide for hard three-parton events.

Fig. 3 (right) shows the results from our three Pan-
Global showers with complete (full-nf ) double-soft cor-
rections included. They agree with each other to within

FIG. 4. Distribution of energy in a slice |y| < 0.5 for the
PanGlobal shower without double-soft corrections (left) and
with them (right). The bands represent renormalisation scale
variation, with NLO scale-compensation enabled only for the
results with double-soft corrections.

1% of the NSL contribution, providing a powerful test of
the consistency of the full combination of the double-soft
matrix element and �K across the variants. That plot
also provides the first NSL calculation of non-global log-
arithms to include the full nf dependence. An extended
selection of results and comparisons is provided in § 3 of
Ref. [60].

We close with a brief examination of the phenomeno-
logical implications of the advances presented here. We
consider e+e� ! Z

⇤
! jets at Q = 2TeV. This choice is

intended to help gauge the size of non-global e↵ects at the
energies being probed today at the LHC. Fig. 4 shows re-
sults for the distribution of energy flow in a rapidity slice,
defined with respect to the 2-jet axis, without double-soft
corrections (left) and with them, i.e. at NSL accuracy
(right). It uses the NODS colour scheme, which while
not full-Nc accurate for non-global logarithms, numeri-
cally coincides with the full-Nc SL results of Refs. [38–
40], to within their percent-level numerical accuracy [73].
With a central scale choice (solid lines), the impact of the
NSL corrections is modest. This is consistent with the
observation from Fig. 3 that the NLL PanGlobal showers
are numerically not so far from NSL accurate. However,
the NSL double-soft corrections do bring a substantial
reduction in the renormalisation scale uncertainty, from
about 10% to just a few percent. Conclusions are similar
for H⇤

! gg.

The results here provide the first demonstration that
it is possible to augment parton-shower accuracy be-
yond NDL/NLL. Specifically, our inclusion of real and
virtual double-soft e↵ects has simultaneously brought
NNDL/NSL accuracy for two phenomenologically impor-
tant classes of observable: multiplicities, and energy flows
as relevant for isolation. It has also enabled the first
leading-colour, full-nf predictions for NSL non-global
logarithms. Overall, our methods and results represent a
significant step towards a broader future goal of general
NNLL accuracy in parton showers.
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reduction in the renormalisation scale uncertainty, from
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Log test #3: NNLL global event shapes

100

4

FIG. 2. Test of NNLL accuracy of the PanGlobal (PGsdf

ω=0)
shower for the cumulative distribution of the Cambridge y23

resolution variable, compared to known results for Z →
qq̄ [52] (left) and H → gg [77] (right). The curves show the
di!erence relative to NNLL for various subsets of ingredients.
Starting from the red curve, DS additionally includes double
soft contributions and 2-jet NLO matching; 3ω includes 3-loop
running of εs and the K

resum

2 term. B2 in the legend refers
only to its resummation part, Bint,NLO

2
. Including all e!ects

(blue line) gives a result that is consistent with zero, i.e. in
agreement with NNLL.

just involve the Sudakov non-emission probability) to
the shower’s double-soft emissions, as anticipated below
Eq. (3). The connection with the ARES NNLL formal-
ism [51, 52, 58] is discussed in Ref. [72], § 4.

Besides the analytic proof, we also carry out a series
of numerical verifications of the NNLL accuracy of sev-
eral parton showers with the above elements, using a
leading-colour limit 2CF = CA = 3. These tests help
provide confidence both in the overall picture and in our
specific implementation for final-state showers. Fig. 2
shows a suitably normalised logarithm of the ratio of the
cumulative shower and resummed cross sections, for a
specific observable, the two-to-three jet resolution pa-
rameter, y23, for the Cambridge jet algorithm [73] in
Z → qq̄ (left) and H → gg (right) processes. Focusing
on the PGsdf

ωps=0
shower, the plots show results with vari-

ous subsets of ingredients. A zero result indicates NNLL
accuracy. Only with 2-jet NLO matching [74], double-
soft corrections [29], B2 [67, 68] terms, 3-loop running of
ωs [75, 76], K2 contributions [58, 66], and the drift cor-
rection of this Letter does one obtain agreement with the
known NNLL predictions [52, 77]. For this shower and
observable, the drift correction dominates.

Tests across a wider range of observables and shower
variants are shown in Fig. 3 for a fixed value of ε =
ωs ln v = ↑0.4. With the drifts and all other contribu-
tions included, there is good agreement with the NNLL
predictions [45–52, 58, 61, 77].

Earlier work on NLL accuracy had found that the co-
e!cients of NLL violations in common showers tended
to be moderate for relatively inclusive observables like
event shapes [5]. In contrast, here we see that non-NNLL

FIG. 3. Summary of NNLL tests across observables and
shower variants. Results consistent with zero (shown in green)
are in agreement with NNLL. The observables correspond to
the event shapes used in Ref. [5] and they are grouped accord-
ing to the power (ϑobs) of their dependence on the emission
angle. All showers that include the corrections of this Letter
agree with NNLL.

FIG. 4. Results for the Thrust and Durham y23 [78] ob-
servables with the PanGlobal showers compared to ALEPH
data [79], using εs(MZ) = 0.118. The lower (middle) panel
shows the ratios of the NNLL (NLL) shower variants to data.

showers di”er from NNLL accuracy with coe!cients of
order one. That suggests a potential non-negligible phe-
nomenological e”ect.
Fig. 4 compares three PanGlobal showers with ALEPH

data [79] using Rivet v3 [80], illustrating the showers in
their NLL and NNLL variants, with ω

ms
s (MZ) = 0.118 for

both. We use 2-jet NLO matching [74], and the NODS
colour scheme [6], which guarantees full-colour accuracy
in terms up to NLL for global event shapes. Our showers
are implemented in a pre-release of PanScales [81] v0.2.0,
interfaced to Pythia v8.311 [3] for hadronisation, with
non-perturbative parameters tuned to ALEPH [79, 82]
and L3 [83] data (starting from the Monash 13 tune [84],
cf. Ref. [72] § 5; the tune has only a modest impact on the
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